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New Trends in Secure Computer Science and Applications  

 
Guest Editors: Bilal Zaka and Munam Ali Shah 

 
 
This section explores the latest trends in secure computer science and their real-world applications. Our 
editorial team has curated six insightful articles that examine the use of advanced machine learning 
algorithms, knowledge models, and the critical importance of security in today's evolving technological 
landscape. Each article provides in-depth analysis and valuable insights into the challenges and 
advancements shaping our digital world. 

 
 
Paper 1. Smart Urban Planning: An Intelligent Framework to Predict Traffic Using Stack 

Ensembling Approach, by Muhammad Adeel Anjum and Ahmad Alanzi 
 
Forecasting road traffic conditions and creating routes for vehicles is an important aspect of smart cities. 

Artificial intelligence-based road traffic monitoring systems allow drivers to identify the route that will take 
them to their destination with the least amount of difficulty and the least amount of time spent in congested 
regions. This paper presents a unique method for predicting road traffic and air pollution by making use of 
relevant data. The authors have worked in two major areas: Firstly, they compared ten different regression 
approaches to determine which technique provides better results and accuracy in accurately identifying road 
traffic patterns. Secondly, the authors have chosen regression analysis approaches in which they chose 
those base learners which give better results in Level 1. These predictions are combined as an input to the 
Level 2 meta-regressor. Their proposed technique lowers the mean square error, the relative absolute error, 
and root means square error and improves the R-squared value which significantly helps the decision 
makers to make appropriate decisions for better road traffic management. 

 
 
Paper 2: Detecting Malicious Botnet in IoT Networks Using Machine Learning Techniques, by 

Muhammad Nabeel Asghar, Zara Murad, and Muhammad Asif Raza 
 
The authors of this paper have investigated the botnet attacks in the context of the Internet of Things (IoT) 

with the Mirai botnet being a mostly analyzed which is a source of distributed denial of service (DDoS) 
attacks. According to the authors, the Mirai attack has gained notoriety for its involvement in large-scale 
attacks that compromised numerous IoT devices through weak authentication credentials. In this paper, 
they have applied classical machine learning techniques like Random Forest, Support Vector Machine and 
Logistic Regression to classify the malicious traffic from Mirai and Bashlite botnets. The publicly available 
N-BaIoT dataset is used to train the selected algorithms to identify the most informative features for detecting 
botnet attacks on IoT devices. The dataset contains traffic data from nine infected devices against five 
protocols. The employed machine learning algorithms achieved test validation accuracy above 99%, with 
Random Forest performing the best. Their analysis has revealed that the devices generating combo floods 
share common characteristics like weight or variance calculated within a certain time window. These findings 
can be used by security service providers to prevent botnet attacks in their networks. 

 
 
Paper 3: Enhancing Security of Text Using Affine Cipher, and Image Cryptography, by Mehmoona 

Jabeen and Carsten Maple 
 
In this paper, the authors have aimed to enhance the security of the well-known cryptographic algorithm 

i.e., Affine Cipher. The authors have presented an improved version of the said algorithm which can be used 
for image cryptography. The contribution of the authors in this paper is manyfold. Firstly, they have 
presented a critical review of symmetric and asymmetric cryptographic algorithms. They have compared 
several classical algorithms and compared their performance in terms of their resilience against attacks. 
Secondly, the authors have presented a classification of the existing cryptographic algorithms with a focus 
on image-based cryptography. Lastly, the authors have presented an enhanced version of the Affine Cipher. 
The enhancements have been made in Affine Cipher by performing several operations in a sequence such 
as ASCII to binary conversion, applying XOR with keys and converting the secret text as an image. Their 
results show that their proposed scheme provides better security and is time efficient.   
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Paper 4: Futuristic Blockchain-based Secure and Verifiable Drone Surveillance System: Chain in the 
Sky, by Usama Arshad and Yasir Faheem 

  
This paper discusses the Blockchain-based secure solution for drone and unmanned aerial vehicles 

(UAV). We are aware that drones are increasingly being adopted for multifaceted surveillance missions. 
This is the reason, data trustworthiness, security vulnerabilities, and privacy encroachments are important 
questions to be addressed in any research related to drone technology. The authors have presented an 
avant-garde blueprint, amalgamating blockchain's robust features with drone-centric surveillance to confront 
and remedy security challenges. Their proposed system offers distinctive drone identification, bolstering 
their traceability while shielding the acquired data from potential security compromises and unwarranted 
modifications. The salient feature of this research is that the authors have provided ushering in a new epoch 
of trustworthy and drone-sourced data.  

 
 
Paper 5: Discover and Automate New Adversarial Attack Paths to Reduce Threat Risks for The 

Security of Organizations, by Azhar Ghafoor, Munam Ali Shah, Sardar Nawaz and Bilal Zaka 
  
This paper discusses the phishing attack which is a type of fraud and identity theft that involves the use 

of both social engineering and technological misrepresentation to obtain user credentials, such as login 
information. The most usual way for a phishing attack to be launched is for a phishing message to arrive in 
the user's mailbox appearing to be from a bank, security agency or NGO directing the user to a web page 
and encouraging him to enter his login credentials, but the web page is not actually linked with the bank. In 
this paper, we focused on discovering different attack paths that savvy attackers leverage to launch various 
kinds of attacks by masquerading the identity of some well-known celebrity or website, or by spoofing the 
email addresses. Importantly, we have highlighted some of the previously not reported use cases that are 
used for malicious purposes, such as attackers using share features provided on various websites to spoof 
emails, and they need no further efforts to bypass the antivirus or email gateways because they are sending 
emails from the real mail server of the website's parent organization. We performed various experiments to 
prove that these attack vectors are important to be taken into consideration and our findings proved to be 
right. 

 
 
Paper 6: Deep Acoustic Modelling for Quranic Recitation - Current Solutions and Future 

Directions, by Muhammad Aleem Shakeel, Hassan Ali Khattak and Numan Khurshid 
 
The Holy Quran is the most sacred book for Muslims all around the world. Like other holy scriptures, the 

Quran contains knowledge and wisdom. According to Muslim beliefs, only reciting the Quran is also 
beneficial. For this, the Quran should be read according to the Arabic language rules. In the past few years, 
this field gained a lot of importance in the eyes of researchers who aim to automate the Quranic reading. 
Moreover, the understanding process of the Quran is widely being investigated with the help of Machine 
Learning and Deep Learning algorithms. In this paper, the authors have provided a detailed survey on Deep 
Modeling for Quranic Recitation and have discussed several categories related to speech analysis, including 
the most advanced feature extraction techniques, mispronunciation detection using Tajweed rules, Reciters 
and speech dialect classification, and implementation of Automatic Speech Recognition (ASR) on Quranic 
Recitations. Lastly, the authors have identified the challenges faced by researchers in this domain and 
identified possible future gaps. 
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Innovative Software and Data Services for Modern Business 

 
Guest Editor Ivan Luković 

 
 

In this section, we intend to address open questions and the real potential for various innovative applications 
aimed at supporting effective software and data services in support of information management in various 
business systems. We intended to address the interdisciplinary character of a set of theories, 
methodologies, processes, architectures, and technologies in the development of innovative software and 
data services. In a rigorous reviewing process, in the July 2024 issue, we selected 4 papers. 
 
 

Paper 7. Addressing Class Imbalance in Customer Response Modeling Using Random and 
Clustering Based Undersampling and SVM, by Ljiljana Kašćelan and Sunčica Vuković 
 
In the paper, Ljiljana Kašćelan and Sunčica Vuković advocate that one of the main challenges in machine 
learning-based customer response models is the class imbalance problem, specifically a small number of 
respondents, compared to non-respondents. Aiming to overcome this issue, they propose an approach of 
preprocessing training data using a Support Vector Machine (SVM), trained on a balanced sample obtained 
by random undersampling (B-SVM), as well as on a balanced sample obtained by clustering-based 
undersampling (CB-SVM). Several classifiers were tested on such a balanced dataset to compare their 
predictive performances. In the paper, they demonstrate that the approach effectively pre-processes the 
training data, and, in turn, reduces noise and overcomes the class imbalance problem. Better predictive 
performance was achieved compared to standard training data balancing techniques such as 
undersampling and SMOTE. CB-SVM gives a better sensitivity, while B-SVM gives a better ratio of 
sensitivity and specificity. Organizations can utilize this approach to automatically and simply balance 
training data and more efficiently select customers that should be targeted in the next direct marketing 
campaigns. 
 
 

Paper 8. The event processing network for systematic reduction of interoperability deviations in a 
business ecosystem, by Daliborka Mačinković and Vidan Marković 
 
The authors of this paper propose the model of the event processing network for the systematic reduction 
of interoperability deviations in a business ecosystem. Complex event processing technology supports real-
time events monitoring in collaborative business processes for the behaviors specified as interoperability 
deviations, generating alerts when such situations occur. As a reaction, alerts on interoperability deviations 
are delivered as personalized information to the right consumer as a designated collaboration partner. The 
event processing network enables collaboration partners to be proactive in interoperability deviations and 
to eliminate the impact of interoperability deviations on the business process objectives in the business 
ecosystem. In their research, the authors identified characteristic patterns of events. The logic of event 
processing was specified for the systematic reduction of interoperability deviations in the business 
ecosystem. 
 
 

Paper 9. Enhancing Semantics Learning: A Dynamic Environment for Abstract Language 
Implementation Education, by William Steingartner and Igor Sivý 
 
In their paper, William Steingartner and Igor Sivý propose an abstract machine for structural operational 
semantics as a stack machine with two different model representations of memory. They propose a complex 
tool enabling compilation from a higher imperative (toy) language into an abstract machine allowing, in 
addition, the visualization of individual computational steps, interactive memory manipulation, and feedback 
by compiling back to a higher language. In this paper, the authors present an abstract machine designed 
primarily for educational purposes, enabling the visualization and interaction with the compilation process 
of a simple imperative language. 
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Paper 10. Innovative Solutions for Tetraplegia: A Smart Hand Orthosis Design, by Norbert 
Ferenčík, Veronika Sedláková, Petra Kolembusová, Branko Štefanovič, Radovan Hudák, and William 
Steingartner  

 
In this paper, the authors advocate that Spinal cord injury (SCI) poses a significant medical challenge, 
affecting both hand dexterity and locomotor abilities, while ongoing advancements in medical technologies, 
spanning a spectrum of wearable devices, coupled with concurrent progress in rehabilitation treatments, 
aim to enhance hand function among individuals affected by SCI. The emergence of three-dimensional (3D) 
printing provides a cost-effective avenue for crafting personalized devices, fostering a surge of interest in 
integrating this technology with rehabilitation equipment, thereby complementing advancements in scientific 
research. Myoelectric control plays a pivotal role in achieving enhanced rehabilitation outcomes. It involves 
the detection and processing of weak electromyographic signals (EMG) from affected limb muscles to 
activate orthotic motors. The authors propose in their research a novel 3D-printed hand orthosis, responsive 
to electromyography signals, to facilitate grasping functionality in cervical SCI patients. 
 
 
Finally, let us express our great thanks to all the authors for their hard work, great enthusiasm, research 
efforts, and high-quality submissions. In the reviewing process, more than 25 reviewers were actively 
involved. we would like also to express our warm thanks to all the reviewers for their great efforts and 
valuable comments that significantly contributed to raising the overall quality of the selected papers. 
 
 
Ivan Luković, PhD, Eng. in Informatics, University of Belgrade, Faculty of Organizational Sciences, 
Belgrade, Serbia, Orcid: 0000-0003-1319-488X, H-index = 18 (Google Scholar). His research interests are 
related to Database Systems, Information Systems, Business Intelligence Systems, Data Science, and 
Software Engineering. Chair of Managing Board of the Computer Science and Information Systems 
(ComSIS) journal. For several years, a chair of a series of MADEISD workshops at the ADBIS conference, 
Topical Area 5 – Software, System, and Service Engineering at the FedCSIS conference, as well as IADSP 
and IADT invited sessions at the KES conference. Chair of M.Sc. study program in Information Engineering, 
i.e. Data Science, at the Faculty of Organizational Sciences. From 2015 to 2021, created and chaired a new 
set of B.Sc. and M.Sc. study programs in Information Engineering, at the Faculty of Technical Sciences from 
the University of Novi Sad. E-mail: ivan.lukovic@fon.bg.ac.rs. 
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 
Abstract: The intelligent transportation system 

needs to accurately assess the volume of traffic in 
the environment in which it operates to ensure that 
people are moved in a timely and hassle-free 
manner. Forecasting systems allow drivers to 
identify the route that will take them to their 
destination with the slightest difficulty and the least 
time spent in congested regions. At present, both 
the corporate sector and government organizations 
require accurate and timely traffic flow information. 
There have been no significant efforts to enhance 
road traffic prediction by utilizing air pollution data. 
This paper aims to present a new method for 
predicting road traffic using data related to 
pollution. Our contribution to this research is 
twofold. Firstly, we compared ten regression 
approaches to determine which technique provides 
better results and accuracy. Secondly, we present a 
technique based on regression analysis 
approaches in which we choose those base 
learners who give better results on Level 1. These 
predictions are combined as an input to a Level 2 
meta regressor. A method is proposed to show that 
it generates more satisfactory results than any of 
the regression procedures discussed previously. 
Compared with the various regression 
methodologies, the proposed method successfully 
lowers the mean square error, the relative absolute 
error, and the root mean square error and improves 
the R-squared value. 
 

Index Terms: Machine learning, ensembling, 
traffic prediction, air pollution, stack ensembling 

1. INTRODUCTION 

he increase in the number of cars on the road 
is one factor that has contributed to the 

increase in air pollution, which severely impacts 
people's health and their standard of living. The 
number of cars on the roads has increased due to 
population growth and the economy. Traffic 
congestion is a major problem, particularly 
considering the growing number of vehicles on the 
roadway. The amount of time that is wasted in 
traffic and the amount of air pollution produced, 
the amount of fuel consumed, the amount of  

 
Manuscript received Sep 25, 2023. 
Author Muhammad Adeel Anjum is with the Computer 

Science Department, Comsats University Islamabad, Pakistan 
(e-mail: adeel.anjum456@gmail.com). 

 
energy consumed on infrastructure 
improvements, the amount invested in 
infrastructure upgrades, and the frequency that 
transportation infrastructure and roads require 
maintenance are only a few of the ways the way 
that traffic can have a significant impact on the 
daily lives of people. [1]. The issue of traffic is 
crucial to a city and its residents' well-being 
because of the vast number of automobiles in use. 
Vehicular emissions contribute to high urban traffic 
congestion levels by adding to air pollution. 
Increased emissions from increased traffic are a 
significant contributor to air pollution in 
metropolitan areas [2]. Pollution and lousy air 
quality are substantial causes of traffic jams in 
urban areas. It makes it harder for people to get to 
the hospital, which raises the death rate in big 
cities. 

According to the World Health Organization [3], 
the transportation sector contributes significantly 
to air pollution, resulting in more than seven million 
people's deaths annually. More than eighty per 
cent of the urban population resides where air 
pollution exceeds WHO guidelines [4]. These two 
ideas are connected, and numerous towns are 
working to solve this problem by installing sensors 
that detect the amount of traffic and the quality of 
the air. Several air pollutants, such as carbon 
dioxide (𝐶𝑂ଶ), carbon monoxide (𝐶𝑂), volatile 
organic compounds (𝑉𝑂𝐶௦), nitrogen dioxide 
(𝑁𝑂ଶ), and particulate matter (𝑃𝑀), have been 
caused mainly by vehicle emissions [5]. It has 
been discovered that exposure to air pollution 
brought on by traffic can affect a person's health 
in the short and long term. These effects include 
asthma, reduced lung growth in children, 
cardiovascular disease in adults, and poor 
academic performance [6]. Pollutants such as 
ozone and 𝑃𝑀ଶ.ହ induce respiratory severe 
abnormalities. (𝑃𝑀ଶ.ହ) is 2.5-micrometre-diameter 
particulate matter. Road networks are the basis of 
every nation's growth plan. The free flow of 

Author Ahmed Alanzi is with the University of Taibah, Saudi 
Arabia (e-mail: Aenzi@taibahu.edu.sa). 

Smart Urban Planning: An Intelligent 
Framework to Predict Traffic Using Stack 

Ensembling Approach 

Anjum, Muhammad Adeel and Alanzi, Ahmad 

T

7



 

vehicles on the road is crucial for quicker 
communications and transportation networks. 
Cameras will be installed on the streets of an 
intelligent city to monitor traffic flow and 
transportation. A range of road users, including 
drivers, private vehicle passengers, and 
passengers on public transport, require accurate 
traffic flow data. This information would aid road 
users in making more intelligent travel decisions, 
enhance traffic service quality, lower noise, and 
overcome traffic congestion. Traffic congestion 
forecasting aims to provide advanced knowledge 
about traffic congestion. 

The use of the traffic congestion forecast has 
grown due to the rapid growth and application of 
intelligent transportation systems. If traffic flow can 
be forecasted in advance, it will be easier for 
drivers to avoid congestion. It is because they will 
be able to choose the route to their destination that 
is both the most convenient and the least 
congested, or they will be able to adjust their travel 
plan to account for the time they expect to spend 
in traffic. Many studies have shown that traffic 
movement data can help predict air pollution 
levels. For instance, Batterman et al. [7] estimated 
(𝑃𝑀ଶ.ହ) and (𝑁𝑂) air pollutants using an emission 
inventory with the R-LINE dispersion model. The 
researcher Ly et al. [5] evaluated the amounts of 
𝑁𝑂ଶ and (𝐶𝑂) by combining data from multimodal 
devices with meteorological data, including 
absolute humidity, relative humidity, and 
temperature. Their studies, however, did not 
consider the amount of traffic density. When 
travellers are prepared with information regarding 
the quickest path to their destination, their journey 
is simplified and enhanced in convenience and 
ease. Traffic flow administration is among the 
smart city system's most essential 
subcomponents. 

The primary objective of this paper is to develop 
a model for predicting road traffic by including data 
on air pollution levels. To provide predictions, 
traditional traffic forecasting methods employ 
multiple variables, including historical traffic 
patterns and up-to-date data. Nevertheless, 
including pollution data introduces a novel 
dimension that improves the precision of these 
forecasts. So far, there has been a distinct lack of 
significant initiatives to investigate the relationship 
between air pollution and traffic flow with the aim 
of prediction. This paper makes two important 
contributions to the field of traffic prediction: 
1) Comparative Analysis of Regression 

Approaches: The first contribution extensively 
evaluates ten different regression techniques 
to identify the most effective approach for 
integrating pollution data into traffic prediction 
models. We aim to determine which 
regression method yields the highest 
accuracy and performance metrics through 

rigorous experimentation and analysis. 
 

2) Novel Regression Ensemble Method: Our 
second contribution involves creating a novel 
regression ensemble method explicitly 
designed for traffic prediction. Based on 
insights gained through comparative analysis, 
we propose an ensemble method combining 
predictions from multiple base learners at 
Level 1, then transitioning into meta-
regression at Level 2. Our goal with this 
ensemble approach is to leverage individual 
regression models' strengths for more 
accurate traffic forecasts. 

 
By providing an in-depth assessment of 

regression approaches and developing an 
innovative ensemble method, this research seeks 
to advance road traffic prediction. The proposed 
method is expected to perform better than 
currently employed methods as it lowers error 
metrics such as percent error of mean square 
error or root mean square error while increasing 
the R-squared value. It will make traffic forecasting 
systems more dependable and useful. 

The smart city platform is responsible for 
providing several services, one of the most 
significant of which is smart mobility. In many 
cities, traffic congestion harms health due to 
increased air pollution. Smart congestion 
management assists drivers in avoiding 
congested areas and lowering pollutant 
concentrations. Due to the traffic flow's 
unpredictable and nonlinear character, it is difficult 
to predict the extent to which congestion will be 
spread. Our research shows that air pollution 
significantly influences traffic forecasts. The 
accuracy of traffic forecasts will improve due to 
lower pollution levels. Road traffic was the primary 
variable considered in every one of the earlier 
studies that attempted to forecast levels of air 
pollution. However, only a few academics have 
investigated using air quality to improve traffic 
forecasting. Most of those who have tried to 
increase traffic forecasting did not take air 
pollution into account. This is despite air quality 
being shown to impact traffic significantly. 
Additionally, they have exclusively utilized 
standard statistical models in their research. 
These constraints pose a significant barrier to air 
pollution-based traffic forecasting. The vast 
number of automobiles on the road is a major 
contributor to the problem of air pollution. 
Consequently, quantifying or using the resulting 
pollution levels to determine the number of 
vehicles present might not be a surprise. In the 
real world, things are more complicated, such as: 
1) The levels of air pollution are higher near major 
roadways, and population density is higher near 
major roadways. One rationale for the proximity of 
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pollution sensors to traffic flow sensors is as 
follows. 2) the automobile set's arrangement is 
more intricate than in the past. 

1.1. Problem Statement 

This work investigates the problem of traffic 
prediction from pollution data in smart cities. 
Predicting road traffic is one of the important 
design challenges of a smart city. Different 
machine learning techniques [8][9][10] have been 
used to predict road traffic using pollution data; 
however, the existing methods are unable to 
improve the R-squared and reduce the error rate. 
There is a need to propose a new technique that 
uses stack ensembling to enhance the results and 
minimize the error rate. 

2. BACKGROUND 

This section gives an in-depth review of the 
various deep and machine learning models that 
are used to model regression to traffic forecasting. 

2.1. Deep Learning 

Deep Learning (DL) is one of the subfields 
within Machine Learning (ML). Machine learning 
includes deep learning. It learns and improves by 
analyzing computer algorithms. Deep learning 
imitates how humans think and learn using 
artificial neural networks. Deep learning helps 
classify images, translate languages, and 
recognize the voice. It can solve any pattern 
recognition problem automatically. Deep learning 
uses multilayered neural networks. Deep Neural 
Networks (DNNs) can perform complex tasks such 
as representation and abstraction to interpret 
images, audio, and text. Deep learning is the 
rapidly expanding field of machine learning that 
many firms use to create innovative business 
models. The Artificial Intelligence (AI) subfield 
concentrates on developing systems that can self-
learn and enhance performance with increased 
experience. 

2.1.1 Long Short-Term Memory 
In the sequence forecasting problem, LSTM trains 
a model to learn order dependence. Machine 
translation, speech recognition, etc., are only a 
few examples of the numerous complicated 
problem domains in which it is applied. The use of 
LSTMs is a complex area of DL. Long Short-Term 
Memory Network is an enhanced RNN that stores 
data. It solves RNN's vanishing gradient problem. 
RNNs provide permanent memory. The authors of 
reference [11] presented a residual graph 
convolution long short-term memory (RGCLSTM) 
model. Data with geographical and temporal 
components were predicted using this method. 
We ran it at a rate of 10 minutes for each use. 
Two sets of information were used to compile this 
report: traffic statistics from Shanghai, China, and 
information from Caltrans' Performance Metrics 

System (PeMS). There is a significant incidence of 
inaccuracy because fewer characteristics were 
used, and data on air pollution were ignored. In the 
paper [12], An artificial neural network that 
predicted traffic was designed using the Stacked 
Bidirectional and Unidirectional LSTM (SBU-
LSTM) network topology. LSTM is the model's 
main component. Bidirectional long-term memory 
(BDLSM) tracks forward and reverse temporal 
dependencies when working with spatiotemporal 
data. To avoid missing temporal-spatial data, 
"data imputation" was proposed. In [13], the graph 
attention mechanism was used to determine how 
different road segments depend on each other in 
space. In addition, an LSTM network was created 
to extract characteristics from the temporal 
domain. Pollution data was ignored using the 
California Department of Transportation's 
PeMSD7 data. 

2.1.2 CNN 
Convolution Neural Network (CNN) and DL 
architecture form the basis of the model reported 
in [13]. As such, this model is concerned with 
forecasting near-future traffic patterns. The 
Spatio-Temporal Feature Selection Algorithm 
(STFSA) was implemented into the design to 
determine the input data time, spatial data delays, 
and volume that were determined to be the most 
appropriate. The Spatiotemporal traffic flow 
characteristics were derived from the raw data. 
The data was then transformed into a two-
dimensional matrix. CNN figured out how to use 
the information it had to construct a model for 
making predictions. Researchers utilized data 
from the Washington State Department of 
Transportation (WSDOT) along the Interstate 5 
Freeway in Seattle to show how artificial 
intelligence helps computers perform activities 
previously done manually by humans. Fantastic 
advancements in the area result from the 
combined efforts of researchers and fans working 
on various aspects of the subject [14]. Technology 
that uses a camera to detect objects is one 
example of this. This field of study aims to teach 
robots to perceive and understand the world 
similarly to humans, enabling them to conduct 
tasks that involve auditory, visual, and contextual 
information. Over a Convolutional Neural Network, 
Deep Learning-based computer vision has been 
developed and refined. A Convolutional Neural 
Network (ConvNet/CNN) may classify objects 
using an input image and learnable weights and 
biases. 
Zhang et al. [15] introduced a congestion 
prediction model utilizing a Convolutional Neural 
Network (CNN) integrated with a long short-term 
memory neural system. They examined the 
unprocessed traffic congestion maps presented 
as a matrix series to construct their model. 
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Vehicles or road visual characteristics are not 
explicitly considered in this process. A possible 
result might be that it will not have a reliable 
estimate of traffic congestion. For short-term traffic 
forecasting, the study's authors [16] created and 
implemented a modified Spatiotemporal K-
Nearest Neighbors (SKNN) called D-STKNN, a 
dynamic transformation of STKNN. Thus, a 
spatiotemporal model of traffic that is not static 
should be used. In this case, we used data sets 
that tracked how fast cars moved on expressways 
in California and Beijing, China. In [17, the A3T-
GCN model uses the road network's design to 
learn time-space relationships and gates to 
identify short-term direction. The tests used Los-
loop and SZ-taxi datasets. Insufficient sample size 
may lead to overgeneralization. 

2.2. Machine Learning 

Machine learning (ML) is one subfield of artificial 
intelligence (AI). AI and ML techniques are used 
to create decisions comparable to those made by 
people utilizing various models and algorithms 
capable of adapting to new situations and gaining 
new knowledge. Machine learning models are 
trained using data and get smarter and better over 
time. To avoid misunderstandings, we need to 
define machine learning. Machine learning 
enables autonomous learning and improving 
systems with little human intervention. Machine 
learning creates algorithms with the ability to 
assimilate current information. Machine learning 
inputs things like training data or knowledge 
graphs, which help it understand domains, 
entities, and relationships. 

2.2.1 Naive Bayes 
Naive Bayes is effective for classifiers where class 
labels are finite and feature instances are vectors 
of feature values. Bayes' theorem computes the 
likelihood of event A occurring given event B. 
Evidence B supports hypothesis A. Assume 
independent predictors/features. One feature 
does not impact another. It is naive. Let us see 
with an example. Consider golf. The day's features 
determine whether it is good for golf. Columns 
represent features, and rows represent entries. In 
the dataset's first row, golf is not ideal if the 
weather is wet, hot, humid, and windless [18]. 
First, these predictors are independent, as noted 
above. If it is hot, that does not indicate it is humid. 
All predictors have an equal impact on the 
outcome, another assumption. Windy days do not 
affect whether you play golf. y is a class variable 
(play golf) that indicates if conditions are 
acceptable for golf. X represents 
parameters/features. x1x2....xn, i.e., outlook, 
temperature, humidity, and wind. Now, look at the 
dataset for each value and substitute it into the 
equation. The denominator remains static for all 
dataset elements. The denominator was removed; 

proportionality was introduced. 
Class variable(y) can only be yes or no. 
Multivariate classification is possible. Given the 
predictors, we must determine class y with the 
greatest probability. Those Naive Bayes 
classifiers and Documents on sports, politics, 
technology, and other fields are classified using 
Multinomial Naive Bayes [19]. Classifier 
features/predictors are document word frequency. 
The yes or no values, such as the presence or 
absence of a word in the text, are the parameters 
we use to predict the class variable. Naive Bayes, 
when predictors are continuous, we suppose they 
are sampled from a Gaussian distribution since 
dataset values fluctuate. 

In [20], the causal relationship was modelled 
using a Naive Bayes classifier approach. Python's 
Scikit-learn module and field survey data were 
utilized. The data was first split into the test set and 
the training set. This model has 72.25 percent 
accuracy for testing and training datasets and 
85.03 percent for testing datasets. It has an RMSE 
of 0.46 and an MAE of 0.28. The naive Bayes 
classification system shows promise in analyzing 
weather-related traffic consequences. The 
strategy was created to create an ATM and an 
ATIS for Dhaka. Drivers will be free to choose 
alternate routes that are less congested, thereby 
easing traffic. 

2.2.2 KNN 
The KNN approach is a supervised learning-based 
solution to a classification or regression problem; 
it assumes that similar objects are adjacent or that 
the same things are nearby. KNN is an easy-to-
understand supervised learning method for 
regression and classification. Supervised machine 
learning techniques employ labelled input data to 
learn a function that yields the correct output with 
unlabeled data. 

The issue of static model designs without 
spatial, temporal, or dependent link specificity is 
addressed in reference [21]. We presented 
adaptiveSTKNN, a K Nearest-Neighbor model 
incorporating space and temporal factors to 
forecast traffic at brief intervals. We used data 
from California expressways and Beijing city 
streets to evaluate the adaptive-STKNN model's 
relative vehicle speed prediction. It was proposed 
in [22] that we use a kernelized KNN technique. It 
was designed for the varying traffic conditions on 
the road, as shown by the clock. First, a sample of 
data representative of the road traffic situation was 
collected. Reference sequences were used to 
refine the features of how traffic flows on the road. 
Finally, the kernel module for the road traffic time 
series was built. Sequences from both the cited 
and present data were compared and matched. It 
has to do with the chaos on the roads. Wang et al. 
[23] proposed integrating the GMDH and SARIMA 
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methods to estimate traffic flow in Guiyang, 
Guizhou province, China. However, an extensive 
comparison is not made. Only LSTM is considered 
for comparison. The impact of air pollution is not 
considered. With an integrated empirical 
evaluation, P. Fernandes et al. [24] compare 
several sub-urban roundabouts traffic efficiencies, 
air pollution, and noise emissions. Exhaust 
emissions, engine operation, and noise levels are 
measured in the real world using three different 
instruments: a portable emission measures 
system, an onboard diagnostic scan tool, and a 
sound level meter. The proposed concept, 
however, will only be used at roundabouts with the 
same traffic conditions. 

2.3. Ensemble Techniques 

Ensemble models combine several models or 
learning methods to create dependable prediction 
models. This ultimate model drastically 
outperforms the basic learners. Other applications 
of ensemble learning include feature selection, 
data fusion, and so forth. Bagging, boosting, and 
stacking are the three basic categories of 
ensemble methods. Ensemble approaches in 
machine learning combine many learning models 
to make better conclusions. These approaches 
work like the air conditioner example. Boosting, 
bagging, and stacking are the three primary types 
of ensemble procedures. Also known as 
"ensemble techniques." 

2.3.1. Boosting 

The reference authors [25] utilized hierarchical 
reconciliation and a gradient-boosting method to 
forecast upcoming traffic volumes. Research has 
been done on temporal and spatial space models 
and their interconnections. The dynamics of traffic 
density in diverse locations are important because 
of their significance in traffic flow. Three distinct 
datasets were utilized to examine the proposed 
framework's performance compared to SARIMA, 
the Kalman filter model, and RF methods. 
Gradient boosting is used to learn information from 
vast datasets and provides automated and 
extremely flexible learning techniques. This data 
will be useful if you are trying to predict the traffic 
volume on a large road system. 

A multivariate Gradient Boosting Regression 
Tree (GBRT) in [13] considers the 
interdependencies of the outputs to generate 
numerous outputs, distinguishing it from previous 
methods. We recorded the traffic conditions every 
five minutes. The PeMS utilized three-loop 
detectors on the US101-N roadway to accomplish 
the mission. We used the Support Vector 
Regressor (SVR) method as a standard. Three 
models were evaluated based on these criteria: 
how well and consistently they predicted and how 
long it took them to make their predictions. 
Experiments show that using GBRT or multivariate 

GBRT directly yields better results than using SVR 
to make predictions. Using an iterative technique, 
GBRT achieves good prediction accuracy in the 
short-step-ahead setting, whereas the precious 
accuracy reduces dramatically in the long-step-
ahead setting. When it comes to stability, 
multivariate GBRT is unparalleled. Therefore, 
multi-step-ahead prediction provides greater 
dependability than the iterative GBRT. The 
stability offered by the GBRT is the worst possible. 
The method has a high RMSE and MAE error; the 
problem is that it is not general. 

In [9], the authors employ a boosting ensemble 
technique to improve the findings of a single 
regression model before feeding them into a 
second, even more refined model; a thorough 
comparison of the various regression models 
follows this. The dataset utilized comprises 
publicly available information about Pulse Aarhus 
City. Standard methods like Root Mean Squared 
Error (RMSE), Mean Absolute Error (MAE), and 
Mean Absolute Percentage Error (MAPE) were 
used. Therefore, the method is overly dependent 
on exceptional cases. Another reason boosting is 
not scalable beyond a certain point is that each 
model relies on the accuracy of the preceding 
model to determine its accuracy. The proposed 
method was evaluated with a condensed set of 
model combinations. Further improvements to the 
error rate are possible. 

2.3.2. Bagging 

For their traffic forecasts, the authors of [26] 
used ensemble learning, combining elements of 
multitask learning with those of traditional 
ensemble methods. As used in conventional traffic 
density forecasting methods, a single-task 
learning model may overlook crucial information 
embedded in other related tasks. On the other 
hand, multitask learning uses the overlap between 
distinct types of work. There have been recent 
advancements in traffic forecasting using 
ensemble learning. MTLBag is an approach to 
traffic flow prediction that combines multitask 
learning with bagging, a popular ensemble 
learning method. The benefits of multitask learning 
over single-task learning were initially highlighted 
using neural network learners to forecast traffic 
patterns. Studies showed that MTLBag 
outperformed a neural network in juggling multiple 
tasks simultaneously. 

Researchers used a hybrid method [27] in which 
ANN and statistical techniques were used to 
estimate traffic flow in an urban environment over 
one hour. Experiments were conducted on three 
distinct types of actual streets; however, pollution 
data was not examined. Due to the one-hour 
duration of the study, the model ignores generic 
forecasts. The paper [28] presents a novel 
approach to forecasting the intensity of a traffic 
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accident using a blend of the balanced bagging 
classifier and light gradient boosting machines. 
Using hybrid models to combine the strengths of 
different classification models is a novel and 
effective way to improve the accuracy of traffic 
safety systems. Evaluation of real-world datasets 
gives credence to the proposed method and 
demonstrates its practical applications in real-life 
scenarios. However, this paper could benefit from 
including more in-depth details regarding the 
specific dataset used and experiments conducted, 
as this would provide greater insight into the 
performance of the proposed method. The author 
[29]  thoroughly compares machine learning and 
ensemble learning algorithms for predicting 
highway lane-changing manoeuvres in this paper. 
Ensemble methods offer a promising method for 
improving accuracy in predicting highway lane 
change manoeuvres. Evaluating a real-world 
dataset gives credibility to a proposed method and 
suggests it has real-world applications. However, 
more details regarding specific datasets and 
experiments would provide more insight into its 
performance. 

2.3.3. Stacking 

Researchers have employed RNN-based 
algorithms to predict traffic movements [12]. A vital 
component of this method is its proposed stacking 
architecture, which contains two networks: 
unidirectional long short-term memory (LSTM) 
and bidirectional. Spatial-temporal data were 
analyzed using BDLSM models to establish past 
and future temporal connections. We added an 
imputation component to the LSTM model to 
detect missing values in spatial-temporal data and 
help anticipate traffic flow. The SBU-LSTM design 
incorporates the LSTM's bidirectional capabilities. 
Real-world information was used to create the 
datasets. Two traffic-based network-wide datasets 
were used in the research.  
It was released for publication and use in traffic-
flow forecasting research. We evaluated a variety 
of different multi-layer LSTM and BDLSTM 
models. The outcomes demonstrate that the 
proposed method yielded excellent performance, 
notably the two-layer BDLSTM network, which 
could get a respectable performance for predicting 
traffic flow. The RMSE is too high, and information 
on pollution was ignored. 

The stacked autoencoder was used to predict 
traffic [36], but this method has flaws. Multiple 
stacked auto-encoders were trained using a 
sample replication strategy, and the learned 
autoencoders were then ensembled using an 
adaptive boosting technique. Although a 
comparative examination was not conducted, the 

strategy significantly enhanced traffic flow 
forecasts. Table 1 summarizes some of the 
approaches that have been used in the past. 
Voting 

Voting is a simple ensembling method in which 
the predictions of multiple machine learning 
models are combined to make a final prediction. 
Each model is trained independently on the same 
training data in a voting ensemble, producing its 
prediction. The final prediction is then made by 
aggregating the individual predictions using a 
majority or weighted vote. 

The prediction with the most votes from 
individual models is chosen as the final one by 
majority vote. This method works when all models 
perform similarly, and no single model stands out 
significantly from its rivals. With weighted voting, 
however, each model is assigned an appropriate 
weight that represents its relative performance on 
validation data; then, their predictions are 
combined by multiplying each with its weight to 
create one product and taking the sum. 
Afterwards, this score determines what prediction 
is chosen as the final based on scoring; it is useful 
when some models perform better than others. 

Voting ensembles are simple solutions for 
improving the accuracy and stability of machine 
learning models. Voting ensembles have become 
popular in competitions and real-world 
applications to optimize model performance while 
decreasing the risks of overfitting. 

The paper [37] presents a novel and effective 
approach for traffic congestion detection in smart 
city applications using ensemble-based methods 
combining multiple algorithms. These ensemble 
methods have proven successful at improving the 
accuracy of traffic detection systems. Evaluation 
of real-world data adds credibility to the proposed 
method and suggests its practical applications in 
real-world scenarios. However, this paper could 
benefit from more specific details about the 
dataset used and experiments conducted to gain 
greater insight into the effectiveness of its 
proposed method. In this paper, the author [38] 
proposes an innovative vehicle detection and 
traffic density estimation solution within traffic 
surveillance systems. Employing ensemble-based 
methods to combine the strengths of two popular 
object detection models is a creative and effective 
approach to improving traffic detection systems' 
accuracy. Evaluation of public datasets and 
comparison with state-of-the-art methods lend 
credibility to the proposed method and suggest its 
practical applications in real-world scenarios. 
However, more details regarding specific datasets 
used and experiments performed could provide 
more insight into their performance.
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Table 1: Review Matrix for Literature Review

 

2.3.4. Blending 

Blending is an aggregation method that 
combines predictions from multiple machine 
learning models into a final prediction. In blending, 
some training data is withheld and used instead to 
train numerous base models, which then make 
predictions on the data held out; these predictions 
then serve as input features to train a meta-model. 

Held-out data is typically selected from the 
original training data to train a meta-model without 
overfitting, ensuring it can generalize effectively to 
new data sets. 

Meta models are straightforward machine 
learning algorithms, including logistic regression, 
linear regression, and decision trees, which 
employ predictions from base models as input 
features to enhance the precision of variable 
target predictions. Blending is like stacking, yet it 
differs by taking an alternative approach to data 
division for meta-model training. When employing 
stacking, base models train data in developing 
meta-models, unlike in blending, where data 
division occurs from various sources within base 

models. Blending involves purposely withholding 
certain data sets for the sole purpose of 
developing meta-models. Blending is an 
innovative technique used to increase the 
precision and reliability of machine learning 
models, which has gained significant traction both 
competitively and for practical uses. Blending is 
more complex and uses more computational 
resources than simpler approaches such as voting 
or bagging; however, it leads to improved model 
performance while decreasing the risk of 
overfitting. 

This section comprehensively analyzes 
machine learning (ML) and deep learning (DL) 
models employed in traffic prediction while 
delineating their advantages and constraints. 
Ensemble techniques are becoming popular 
methods for improving prediction accuracy. They 
achieve this by leveraging various model 
knowledge to generate more precise forecasts. 
Additional studies should explore mitigating 
constraints by incorporating supplementary data 
modalities, such as pollution data, into current 
frameworks to develop more comprehensive 

Authors Description of Research Model Dataset Used Evaluation 
Measures 

Limitations 

[22] The SZ-taxi and Los-loop 
datasets showed an 
improvement above the 
baselines. 

A3T-GCN The Shenzhen taxi tracker 
(SZ-taxi) and Los Angeles 
loop detector datasets 

RMSE, MAE, 
Accuracy, R-2 

The error rate is 
significant, and 
pollution factors have 
not been considered. 

[30] A novel deep learning-based 
network was proposed for 
traffic prediction. 

LSTM + 
MDC 

Traffic data from PeMS MAE, RMSE, 
MAPE 

Fewer features to use 
did not include pollution 
features. 

[13] IoT-driven congestion 
forecasting for intelligent, eco-
friendly urban areas 

LSTM Dataset including traffic 
flow data in Buxton, UK, 
gathered by IoT devices at 
two specific sites. 

RMSE, 
Accuracy 

There is no 
comparison. Factors 
such as air pollution are 
not considered. 

[31] The effects of suburban 
roundabouts on congestion-
specific vehicle speed profiles 

Predictive 
discrete 
choice 
models 

The Performance 
Measurement System 
(PMS) and a sound level 
meter measured the traffic 
flow. 

RMSE, MAE Due to the site-specific 
nature of the proposed 
concept, it will 
exclusively be 
implemented at 
roundabouts that 
present comparable 
traffic conditions. 

[32] A model capable of being 
interpreted to forecast short-
term traffic flow 

GMDH + 
SARIMA 

Dataset of vehicles in 
Guiyang district, Guizhou 
province, China. 

RMSE, MRE Compared with only 
one model 

[18] A comparative examination of 
ensemble approaches is 
performed using road traffic 
congestion data. 

RF, SVM, 
DT, and 
LR 

Real-life road traffic flow 
dataset 

Accuracy, F1-
score, Recall, 
and Precision 

They did not use 
pollution data. 

[33] Smart city short-term traffic 
flow prediction using 5g 
internet of vehicles 

EC-
DCRFNN 

SUMO is an open-source 
traffic simulation software. 

Accuracy It does not propose a 
suitable task-
scheduling algorithm. 

[34] An evacuation plan for a smart 
city is focused on adjusting the 
road network layout for 
increased resilience. 

RnR-
SMART 

The public GIS data Comparing the 
shortest route 

It needs to be 
evaluated on a 
multipath framework 

[11] Examined traffic flow spatially 
and temporally. 

CNN + 
STFSA 

Transportation 
Department of 
Washington dataset. 

MAP, MAE A small dataset with a 
high error rate. 

[35] Gradient boosting is used to 
construct a neural network 
design. 

gaNet Real-time IoT traffic data 
from a mobile service 
provider 

MAE, MSE, 
MAD, R2, 
NRMSD 

For gaNet-C, the time 
needed to train and 
predict is quite limited. 
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traffic management solutions. 

3. ARCHITECTURE 

3.1 Data Gathering 

Data collection and processing are central 
components of any methodology and integral to its 
success. Data came from a real-time Aarhus city 
pulse-open dataset. At our disposal were two sets 
of information, specifically pollution data and traffic 
intensity [39], collected through various sensors 
placed throughout the city. We collected 
information every five minutes on passing 
automobiles under these sensing devices. The air 
dataset includes information regarding (𝐶𝑂), sulfur 
oxides (𝑆𝑂ଶ), ozone (𝑂ଷ), and (𝑃𝑀) that were 
released into the atmosphere from these vehicles 
(𝑃𝑀). The pollution and vehicle density data used 
to create this report spanned over a year's worth 
of traffic. It includes 120,000 unique instances, 
each of which is equipped with data on the 
percentage of oxygen in the air, the number of 
particles in the air, the percentage of (𝐶𝑂), the 
percentage of sulfur dioxide (𝑆𝑂ଶ), the number of 
nitrogen oxides (𝑁𝑂௫) in the air, the number of 
vehicles in the area, and the time each car arrived. 
Vehicle traffic was predicted using pollution data; 
therefore, both statistics were provided. Pollution 
and traffic data from Aarhus' Denmark website 
was integrated using the timestamps provided; 
additionally, this study utilized an open-source 
dataset incorporating real-time sensor data that 
provided insight into Aarhus's life dynamics. 

This data set has been referenced in numerous 
academic papers, including [9][10]. It can be 
downloaded and used at no cost from their 
website. The data is offered in a compressed ZIP 
archive. This file can be easily retrieved and put to 
effective use. Experiments were conducted using 
pollution data, including levels of (𝑁𝑂ଶ), (𝐶𝑂), 
(𝑆𝑂ଶ), (𝑂ଷ), and (𝑃𝑀), location data (including 
latitude and longitude), and traffic data (including 
levels of traffic intensity). Information regarding the 
duration of travel between two locations. 
Examining the relationship between the dataset's 
attributes is accomplished through a correlation 
matrix graph. A positive correlation between the 
characteristics is evident. 

According to the traffic dataset, the total number 
of cars was calculated, and that number was then 
added to the pollution dataset, together with the 
timestamps for each pollutant. Due to the 
proximity and precision of the sensors that 
collected the data from the roadsides, the two 
datasets were combined. Also, the emission of 
pollutants like (𝑁𝑂௫), (𝐶𝑂), and (𝑆𝑂ଶ) is 
proportionate to the number of vehicles on the 
road; therefore, higher emissions lead to heavier 
traffic. The model can be used for comprehensive 
monitoring in urban areas, and the decision to use 

only pollutant data to analyze traffic flow was 
made to lower the infrastructure cost. Using the 
pollution dataset, we can make broad, less-
expensive predictions instead of expensive, highly 
specialized sensors. A correlation matrix is given 
in Figure 1. 

 

 
Figure 1: The Correlation heatmap  

for the used dataset. 

 
The rationale for choosing the given datasets lies 
in their accessibility, real-time nature, 
comprehensive coverage of pollution and traffic 
data, high granularity, relevance to the study 
context, and previous academic references. 
These factors collectively support the study's 
objectives and contribute to the robustness and 
validity of its findings. 
 
A sample of the dataset is given in Figure 2 
 

 
Figure 2: A sample of the dataset. 

3.2 Data Preprocessing 

This stage involved data processing operations. 
Since the data were raw and contained missing 
values, outliers, etc. The key factor in establishing 
the correct relationship between output and input 
variables was converting the data into a format 
that the model could analyze. Data was prepared 
for input into models using a variety of methods. 

Many factors, including incomplete surveys and 
typos in data entry, might lead to missing values. 
Missing data were wiped out using a median/mean 
imputation technique. We used a program from 
Pandas to identify the column with a missing value 
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and then removed the value. After locating the 
index of that number, we then substituted the 
column's mean for it. Outliers are data points that 
are far from the mean or median. In a dataset, they 

would be quite unusual. 
 
 

 
 
 

Figure 3: Proposed Stack Ensemble Architecture 
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Outliers can be a problem in statistical research 
because they cause tests to overlook significant 
findings or destroy legitimate results. These 
details may explain why the tests fail to detect the 
important findings or the necessary results. Since 
the best method for eliminating anomalies is 
problem-specific, there is no universal technique. 
Z-scores were applied to identify and eliminate 
anomalies. The distance from the centre of the 
graph is displayed. It is based on an average of all 
the numbers. A value with a Z-score greater than 
zero is significantly out of the ordinary and vice 
versa. SciPy was employed to apply the Z-score 
to a dataset. We used SciPy to calculate Z-scores 
and filter out values below 3 to eliminate outliers. 
Information was cleaned and normalized so that 
algorithms like KNN could process it. This is 
because they measure similarities by comparing 
the distances between data sets. The min-max 
scaler and normalization tools from the Scikit-learn 
module were used for this step. The process of 
normalizing data is an important part of any pre-
processing procedure. If you want your ML or DL 
model to have reliable input, you need to 
normalize your data to be used without losing 
quality during the training process [41]. Data 
normalization becomes crucial when features in 
the data have varying values. Consider a data set 
where the values for traffic density shift from 0 to 
50 while the ranges for (𝐶𝑂ଶ) and (𝑁𝑂ଶ) change 
from 0 to 300 and 0 to 4.2, respectively. As a result 
of the disparity in scales, model performance may 
be subpar. We can manage these varying scales 
in the dataset by normalizing the data. It is a boon 
to us in terms of cutting down on training time. 
Data normalization approaches include min-max, 
median, and Z-score decimal scaling. The tests 
used min-max normalization, a typical data 
adjustment strategy [42]. 

3.3 Proposed Model 

This paragraph reviews how we calculate traffic 
patterns based on pollution levels. As part of the 
first stage, information regarding pollution levels 
and traffic congestion was collected from the city 
of Aarhus's website. In the second stage, we 
performed preprocessing by eliminating outliers 
and missing values. Then, the time stamps from 
both sets were used to create a single dataset. 
The resulting dataset was combined and 
normalized. In the third stage, many regression 
models were compared to identify the one that 
produced the best R-squared value and lowest 
error rate. The best ensemble approach was 
compared to several regression models in the 
fourth stage. The approach diagram shows that 
this way has the lowest error rate and is the most 
effective overall. 

3.4 Building Model by using Stack Ensembling 

A stacking model is an ensemble learning 
approach that combines multiple regression 
models into a single model via a meta-regressor. 
The standard stacking algorithm (implemented as 
the StackingRegressor) gets the data ready for the 
level-2 regressor by using out-of-fold predictions 
when used with the StackingCVRegressor. 

To avoid overfitting, it is usual to fit first-level 
regressors to the same training set as second-
level regressors. On the other hand, the 
StackingCVRegressor utilizes out-of-fold 
predictions: the dataset is separated into k folds. 
In k consecutive rounds, the first level regressor is 
fitted using the first k-1 folds from the dataset. It 
allows for more accurate predictions. First-level 
regressors are applied to the one subset not used 
for model fitting in a previous iteration after each 
model fitting is complete. The resulting predictions 
are passed into the second-level regressor as 
input data. After the StackingCVRegressor has 
been trained, the first-level regressors are fitted to 
the entire dataset to provide the most accurate 
predictions. In the proposed stack ensemble 
regression model in Figure 3, five regression 
models relate to the meta-regressor using the 
stack ensemble technique. Traditional and 
boosting models are used to enhance the results 
and predictions of the models. Firstly, base 
classifiers are applied to the datasets, and then 
the five classifiers that perform well on that dataset 
are chosen. After that, the prediction is performed 
on this and then used as input for meta-learners. 
A meta-regressor is applied to these prediction 
datasets to perform the final predictions. 

3.5 Putting Model into Work 

Our proposed model framework workflow is as 
follows: First, we select the two publicly available 
datasets. We used the pollution dataset and the 
traffic dataset. We combined these datasets 
based on timestamps. After that, we applied data 
preprocessing to clean the data and make it 
suitable for working with machine learning models. 
In data pre-processing, we first deal with missing 
values, replacing or deleting the missing records, 
and then with duplicate values. After duplicate 
values, we do data standardization to make data 
in one format and standard to make the model 
work efficiently with the data. Then, we remove 
outliers from the data to make it more optimal for 
the best fit with our proposed model. Then, we 
select the features that are more relevant to us 
and remove the extra ones that are irrelevant to 
us. Then, we apply base machine learning 
classifiers at the first level and get the results. 
Then, in the second level, we use these results as 
input for meta-classifiers. We apply some meta-
classifiers and make the final predictions. 
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4. EXPERIMENTS 

In this section, an analysis of the various tests that 
were carried out on the dataset is presented. 
Using the pollution dataset, straightforward 
regression models were utilized to make 
predictions about the level of traffic. After that, 
various other combinations of the ensemble model 
were used. A comparison of the outcomes of the 
different methods was conducted to determine 
which combination successfully fulfilled the tasks 
at hand. The criteria used to select the classifiers 
were based on their prevalence in the research 
and previous successful applications to the 
dataset. Specifically, the classifiers chosen Linear 
Regression, Ridge Regression, MLP Regression, 
Lasso Regression, Decision Tree, Random 
Forest, KNN, Gradient Boosting Regression, 
LightGBM, and XGBoost were selected because 
they are widely utilized in the academic and 
research community. Additionally, past 
researchers have demonstrated their 
effectiveness when applied to the same dataset. 

4.1. Experimental Setup 

Visual studio code or Jupiter Notebook with 
Python 3.10.7 was used. The dataset was split 
70/30 using the sci-kit-learn test train split function, 
and various sci-kit-learn predefined models were 
utilized. Using sci-kit-learn, we performed 
standardization and normalization. Data reading 
and processing were conducted using NumPy, 
SciPy, and pandas. Data visualization was 
accomplished using Seaborn and Matplotlib. We 
used MAE, RMSE, R-square, and RAE to evaluate 
the proposed model. 

4.2. Evaluation 

The four most used metrics for measuring the 
accuracy of continuous variables are RMSE, MAE, 
RAE, and R-squared (R2). 

4.2.1. Mean Absolute Error (MAE)Building 
Model by using Stack Ensembling 

The MAE is a metric for calculating the average 
number of errors in a series of data values 
(predictions) without considering direction [43]. A 
sample's MAE is the sum of all the absolute 
discrepancies between the actual and expected 
data. It is interpreted as follows: 

𝑀𝑒𝑎𝑛𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒𝐸𝑟𝑟𝑜𝑟 =
∑ |𝑦௜ − 𝑥௜|

௡
௜ୀଵ

𝑛
 

where, 
𝑦௜ =  prediction, 𝑥௜ = True Value,  
𝑛 = Total Number of Data Points 

Suppose we do not take the absolute value. 
Then, the average error resulting from including 
both positive and negative signs in the mistakes is 
called the Mean Bias Error (MBE), representing 
the average bias in the model. It is important to 
consider MBE because positive and negative 
faults might cancel one other out, but it is still 

valuable. 

4.2.2. Root Mean Square Error (RMSE) 

The RMSE is a widely used metric for 
quantifying the accuracy of a model in predicting 
numerical outcomes. It is recognized as an 
exceptional all-purpose error measurement for 
predictive forecasting. A smaller RMSE indicates 
a more accurate fit to the data. The calculation 
involves finding the square root of the average of 
the squared differences between actual and 
anticipated values [43]. It is estimated as follows: 

RootMeanSqaureError = ඩ
1

𝑛
෍(𝑦௜ − 𝑦ො௜)ଶ

௡

௜ୀଵ

 

To compare datasets or modes of different 
scales, the following procedure [44] is used to 
normalize the RMSE: 

NormalizedRootMeanSquareError =  
𝑅𝑀𝑆𝐸

𝑦௠௔௫ − 𝑦௠௜௡

 

4.2.3. Relative Absolute Error (RAE) 

RAE is used to gauge predictive models' 
accuracy. Common applications of RAE include 
machine learning, data mining, and operations 
management; specifically, its application in 
machine learning is its most frequent form. RAE 
can be calculated by dividing the mean error (also 
called residual) against the pre-error produced by 
oversimplified or naive models and finding their 
ratio with one another. It is calculated as follows: 

RelativeAbsoluteError =
∑ ห𝑃௜௝ − 𝑇௝ห௡

௝ୀଵ

∑ ห𝑇௝ − 𝑇෠ห௡
௝ୀଵ

 

Where 𝑃୧ does the individual program estimate 
the value i for sample case j (out of n sample 
cases) and  𝑇୨ is the target value for sample case 
j and is given by the formula [45]: 

𝑇෠ =
1

𝑛
෍ 𝑇௝

௡

௝ୀଵ

 

4.2.4. R-Squared (𝑅ଶ) 

R-squared is a linear regression model metric 
measuring how much variance each independent 
variable accounts for within a dependent variable. 
R squared can be seen as an easy and direct way 
of indicating whether our model and interaction are 
significant, using its scale from 0-100% as its 
measure. R-squared statistics can often be 
understood by seeing how well a regression model 
matches up against real-world findings - this being 
one method. For instance, if the n r-squared is 
60%, this suggests that the regression model can 
explain 60% of the data. The model is more 
accurate if the r-squared value is higher [46]. It is 
calculated using this equation: 

R − squared =
𝑆𝑆௥௘௚௥௘௦௦௜௢௡

𝑆𝑆௧௢௧௔௟

 

where 𝑆𝑆୰ୣ୥୰ୣୱୱ୧୭୬ is the sum of squares due to 
regression and 𝑆𝑆୲୭୲ୟ୪ is the total sum of squares. 
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4.3. Dataset 

It is a well-known dataset that is utilized by many 
researchers [9] [10] [47] [48]. This study used 
extensive, live Internet of Things data from a 
publicly accessible dataset, including details on 
Aarhus urban activity[20]. It has already been 
published and is available without charge. The [20] 
was compiled using information from various 
sources within Aarhus. The dataset comprises 449 
unique sensors located throughout the city. 
Sensors were positioned at multiple locations 
throughout the city. Two datasets are utilized for 
experimental assessment. 

Pollution Dataset: This pollution dataset 
consists of (𝑁𝑂ଶ), (𝐶𝑂), (𝑆𝑂ଶ), ozone, longitude, 
latitude, and (𝑃𝑀) of the various locations. 

Traffic Dataset: This traffic dataset consists of 
different traffic flows. This dataset consists of 
vehicles, timestamps, longitude, and latitude. 

Our experiment combined the number of 
vehicles with pollution data by time stamp. We 
accomplished this since the pollution and traffic 
sensors happened to be in the same area. Air 
pollution, including (𝐶𝑂), (𝑁𝑂ଶ), (𝑆𝑂ଶ), (𝑃𝑀), and 
ozone increases as the number of vehicles on the 
road increases. Utilizing air pollution data for 
forecasting can reduce the number of traffic 
sensors, cut repair expenses, and establish a 
more comprehensive environmental monitoring 
system by transitioning from controlled 
surveillance to broader sensing in urban areas. 
This means the model may make predictions 
based on air pollution data alone, without the need 
for sensors, which can be a significant cost saving 
when estimating traffic. 

5. PERFORMANCE 

5.1. Model Comparison on Different Dataset 
Size: 

With a dataset including 120,000 instances, the 
best model, Stack Ensembling with MLPR Meta 
Regressor, was trained and evaluated for 
accuracy. The dataset was then randomized; 
between 5 and 30 thousand instances were taken, 
and models were trained. This was done so that 
the performance of the model could be evaluated 
regardless of the size of the dataset on which it 
was trained. Following that, model outcomes were 
assessed, each presented on its own in Table 2. 
As can be observed, the findings vary depending 
on the sample. The distinction is that as the 
amount of data increases, the model will acquire 
more patterns, leading to improved performance. 
Some combinations perform well with a large 
dataset. At the same time, the same combination 

did not perform well in a small or medium dataset, 
as shown in Table 2. Greater datasets lead to 
improved results because the increased amount of 
data allows the model to learn more patterns and 
perform better. 

Linear Regression, Ridge Regression, Lasso 
Regression, MLP Regression, and Decision Tree 
do not perform well on our dataset of 120k 
instances. The performance of different classifiers 
depends on numerous factors, such as the 
complexity of the data, the presence of nonlinear 
relationships or interactions, the size of the 
dataset, and the effectiveness of regularization 
techniques. The dataset that we used was 
nonlinear. 

Enhancing predictive precision, the stack 
ensemble design exhibits favorable results in 
finance, healthcare, and marketing. Within the 
area of finance, it serves the purpose of predicting 
stock prices and optimizing investment portfolios, 
with the ability to maximize profits. Similarly, in the 
field of healthcare, it aids in the identification of 
diseases and the selection of appropriate 
treatments, resulting in enhanced patient 
outcomes. Furthermore, marketing contributes to 
customer segmentation and personalized 
recommendations, improving sales and customer 
satisfaction. However, implementation complexity, 
computational demands, and model 
interpretability remain. These complexities may 
hinder real-time application in resource-
constrained environments and challenge 
understanding the ensemble's decision-making 
process. Thus, while stack ensemble 
architectures offer significant benefits, their 
practical deployment requires careful 
consideration of these limitations. 

5.2. Comparative Analysis of Different 
Techniques 

The model's performance was evaluated by 
comparing it with other baseline models using four 
popular error measures for regression models. 
The comparison findings are displayed in Table 3. 
The RMSE, MAE, RAE, and R-squared values 
were considered indicators of the model's error 
rate and fitness, representing the variance 
between actual values and model predictions. A 
high RMSE, MAE, and RAE indicate a high error 
rate in the model, while a low error rate suggests 
better learning. If the R-squared value belongs to 
one, then its mean model fitness is good, but if the 
value of the R-squared is higher than 1 or lower 
than 1, then its mean model does not fit well. R-
squared near 1 shows more model accuracy and 
should not be negative.
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Table 2: Comparison with different datasets 

Dataset Model Combinations Root Mean 
Square Error 

Mean 
Absolute 

Error 

Relative 
Absolute 

Error 

R Squared 

Dataset 
with 5K 

Instances 

LR, RR, RF, KNN, LightGBM 0.5477 0.3519 0.4647 0.6997 

LR, LASSOR, RF, KNN, LightGBM 0.5478 0.3520 0.4648 0.6995 

RR, LASSOR, RF, KNN, LightGBM 0.5479 0.3520 0.4650 0.6994 

RR, MLPR, LASSOR, RF, KNN 0.5478 0.3541 0.4673 0.6995 

LR, RR, MLPR, RF, KNN 0.5474 0.3540 0.4678 0.7000 

LR, MLPR, LASSOR, RF, KNN 0.5479 0.3546 0.4678 0.6993 

RR, RF, KNN, LightGBM, XGBoost 0.5482 0.3548 0.4692 0.6991 

MLPR, LASSOR, RF, KNN, XGBoost 0.5477 0.3550 0.4679 0.6996 

MLPR, RF, KNN, LightGBM, XGBoost 0.5473 0.3551 0.4682 0.7000 

LR, RF, KNN, LightGBM, XGBoost 0.5482 0.3548 0.4690 0.6991 

Dataset 
with 30K 
Instances 

RF, KNN, XGBoost 0.5220 0.3483 0.4491 0.7274 

RF, KNN, GBR 0.5221 0.3483 0.4497 0.7274 

MLPR, RF, KNN 0.5222 0.3472 0.4501 0.7272 

RR, RF, KNN 0.5224 0.3476 0.4504 0.7271 

RF, KNN, LightGBM 0.5224 0.3482 0.4500 0.7271 

LR, RF, KNN 0.5224 0.3473 0.4504 0.7270 

LASSOR, RF, KNN 0.5228 0.3475 0.4509 0.7267 

RR, MLPR, RF, KNN, GBR 0.5227 0.3565 0.4548 0.7268 

LR, MLPR, RF, KNN, GBR 0.5228 0.3571 0.4551 0.7267 

DT, RF, KNN 0.5234 0.3497 0.4505 0.7260 

Dataset 
with 120K 
Instances 

LR, LASSOR, RF, KNN, LightGBM 0.3701 0.2155 0.3083 0.8613 

RR, RF, KNN, GBR 0.3701 0.2160 0.3100 0.8613 

DT, RF, KNN, GBR 0.3701 0.2162 0.3093 0.8613 

RF, KNN, LightGBM, XGBoost 0.3701 0.2162 0.3097 0.8614 

LR, RR, RF, KNN, LightGBM 0.3700 0.2159 0.3087 0.8614 

RR, MLPR, RF, KNN, LightGBM 0.3700 0.2156 0.3087 0.8614 

RR, LASSOR, RF, KNN 0.3701 0.2165 0.3099 0.8613 

RF, KNN, GBR, LightGBM 0.3698 0.2178 0.3105 0.8615 

LR, RR, LASSOR, RF, KNN 0.3700 0.2164 0.3090 0.8614 

LR, RR, RF, KNN, GBR 0.3700 0.2162 0.3090 0.8614 

 

Table 3:Performance Comparison of Different Techniques 

 

 
 
 
 

Model 
Name 

Root Mean Square 
Error 

Mean Absolute 
Error 

Relative Absolute 
Error 

R 
Squared 

Boosting [9] 1.54 1.07 0.59 0.58 

Bagging [10] 1.04 0.51 0.38 0.38 

Proposed 0.37 0.22 0.31 0.86 
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As can be observed in Table 3, the fact that this 

model has the lowest error rate of any of the 
baseline models indicates that it has trained more 
effectively than others. The base paper is 
compared with this study [9] [10]. The tests 
showed that the error rate was reduced while 
utilizing a stacked ensemble compared to the 
boosting ensemble in reference [9] and the 
bagging ensemble in reference [10]. The two 
research studies are comparable in using the 
same dataset and investigating the same issue. 
The initial stage of the machine learning process, 
known as data pre-processing, is always the same 
across the board. The Lasso Regression, 
LightGBM, and XGBoost models were used, while 
[9] [10] have not used these techniques. The core 
paper for this study evaluated the suggested 
system's performance to others, as shown in 
Figure 4.  

6. CONCLUSION 

Traffic forecasting is a crucial activity for major 
cities. Accurate traffic flow estimates can assist 
drivers in planning their travel routes more 
efficiently. This paper integrates air quality data 
and traffic intensity information to enhance the 
precision of traffic flow calculations and improve 
forecast accuracy. Various machine learning 
techniques and combinations of models were 
used in the dataset to determine the most precise 
combination. We proposed an ensemble 
regression technique approach using the stack 
ensembling approach. In the first phase, we 
combine and apply two datasets to preprocess. In 
the second phase, we apply ten base classifiers to 
our dataset and then predict some values. In the 
third phase, we use five different meta-regressors 
to the predicted data from phase two, and then we 
get the final predictions. MLPR performs well 

compared to the other four meta-regressors. 
Results show that RF, KNN, GBR, and LightGBM 
model combinations provide us with lower error 
rates and a high R-square. The stacking ensemble 
technique decreased the error rate by 64% in 
predicting traffic flow in smart cities, surpassing 
previous studies utilizing boosting and bagging, as 
indicated by the experimental data. Because of the 
considerable number of outliers in the dataset, 
boosting ensemble models overfit and bagging 
ensemble models underfit. The trial results 
indicated that the proposed stacking ensemble 
technique was effective in reducing the influence 
of both overfitting and underfitting, which led to a 
lower error rate. 

One significant limitation is the potential for 
overfitting when training several base models on 
the same dataset and merging their predictions 
using a meta-model. This might result in storing 
irrelevant details and oddities in the training data, 
leading to a lack of generalization to new data. 
Additionally, stack ensemble architectures rely 
heavily on the quality and diversity of the base 
models and their predictions; if the base models 
suffer from similar biases or are trained on similar 
subsets of the data, the ensemble's performance 
may be compromised. Addressing these 
limitations requires careful design, diverse base 
models, and thorough evaluation of varied 
datasets to ensure effective generalization. 

To begin with, it increases storage space and 
processing time. Second, because so many base 
classifiers were utilized, stacking could be the root 
of the model's lack of interpretability. The model's 
performance may be affected when applied to 
regions with different seasonal patterns and traffic 
conditions than Aarhus, Germany, where the 
dataset was collected. We plan to incorporate 
more extensive experimental elements into future 
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studies. Future research will also concentrate on 
determining time complexity. Furthermore, we can 
consider weather conditions and air pollution 
factors to forecast traffic flow. 
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 
Abstract: The widespread use of the Internet of 

Things (IoT) has led to a rise in botnet attacks, with 
the Mirai botnet being a major source of Distributed 
Denial of Service (DDOS) attacks. Mirai gained 
notoriety for its involvement in large-scale attacks 
that compromised numerous IoT devices through 
weak authentication credentials. Similarly, Bashlite, 
also known as Gafgyt or Lizkebab, targets 
vulnerable IoT devices by exploiting the Shellshock 
vulnerability in Linux-based systems. These 
botnets leverage compromised devices to carry out 
malicious activities and the propagation of malware. 
While Machine Learning (ML) based approaches 
have been proposed to identify botnets, however, 
detecting both Mirai and Bashlite botnets 
simultaneously is challenging as their attack 
characteristics are not very similar. 

In this study, we apply ML techniques like 
Logistic Regression, Support Vector Machine and 
Random Forest to classify the malicious traffic from 
Mirai and Bashlite botnets. The publicly available N-
BaIoT dataset is used for the training of algorithms 
to identify the most informative features to detect 
botnet traffic targeting IoT devices. The dataset 
contains traffic data from nine infected devices 
against five protocols. The employed machine 
learning algorithms achieved test validation 
accuracy above 99%, with Random Forest 
performing the best. Our analysis shows that 
devices generating combo floods share common 
characteristics like weight or variance calculated 
within a certain time window. 
 

Index Terms: Internet of Things, Machine 
Learning, LR, SVM, RF, Botnet, TCP, UDP, Bashlite, 
Mirai 

1. INTRODUCTION 

botnet entails a collection of compromised 
devices, commonly known as bots or 

zombies, which are controlled by a central 
command-and-control(C&C) server. Botnets are 
commonly formed by attackers who exploit 
vulnerabilities in computers, servers, or IoT 
devices. After being compromised, these devices 
are enlisted into the botnet network and can be 
utilized to execute a range of nefarious actions, 
such as distributed denial of service (DDoS)  

 
 

 
attacks, spam distribution, data theft, and other 
malicious activities. 

IoT security is crucial across various application  
areas due to the increase in usage of these 
devices in everyday life. Consider the prevalence 
of smart home technologies such as security 
cameras, door locks, and thermostats are now 
commonly used. Securing these devices is 
necessary to prevent the leakage of personal 
information of residents and improve their security. 
Similarly, IoT devices are used in healthcare 
systems for patient and medical staff assistance, 
in industries for automation processes, and smart 
cities for different management systems, 
environmental monitoring, public safety, and 
more. IoT devices are becoming a part of human 
life, and it is important to secure these devices 
from unauthorized access. Our research's major 
role is to improve the security of these devices 
through lightweight botnet detection mechanisms, 
which can detect and prevent IoT devices from 
becoming part of botnets. 

IoT devices act as the primary origin of botnets 
for launching Denial of Services attacks which 
comprises thousands of IoT devices. The 
weaknesses of the Internet of Things are a core 
risk factor which makes these devices prone to 
malicious attacks. Botnet attacks pose a 
substantial threat to the security and integrity of 
IoT networks. These attacks especially the Mirai 
botnet, can manifest in various forms, including 
HTTP flooding, TCP flooding, GRE, ACK flooding, 
UDP flooding, DNS and UDPPLAIN etc. However, 
the detection of specific botnet attacks remains a 
challenge, as there is a lack of research exploring 
the network traffic characteristics that are most 
effective in identifying them. In a recent study [1], 
three classifiers were employed to classify botnet 
assaults on nine different devices, utilizing the 
comprehensive N-BaIoT dataset containing 115 
features. Nevertheless, the management and 
monitoring of this high-dimensional dataset for 
network traffic classification pose inefficiencies 
due to capacity restrictions in storage and 
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increased computational costs [2] on low-powered 
IoT devices. 

While existing literature has primarily focused 
on the detection of botnet attacks, there is no 
noticeable research proposing effective methods 
to detect multiple botnets. Consequently, a 
significant need arises for novel approaches and 
methodologies. Our study presents an effective 
strategy to identify IoT devices against multiple 
botnet attacks, focusing on the identification and 
prevention of malicious network traffic from 
Bashlite and Mirai attacks. The primary 
contributions of our work are as follows: 

1. We train ML algorithms using the publicly 
available N-BaIoT dataset for detecting and 
classifying botnet attacks aimed at IoT devices. By 
employing Logistic Regression, Support Vector 
Machine and Random Forest techniques, we 
achieve a test validation accuracy above 99%, 
with Random Forest outperforming the other 
algorithms. 

2. Our analysis reveals that devices generating 
combo floods exhibit common characteristics, 
such as weight or variance calculated within a 
specific time window. This finding aids in the 
detection and classification of malicious traffic 
associated with botnet attacks. 
The rest of the paper is arranged in the following 
manner. Section 2 offers a comprehensive 
literature review on the detection and mitigation 
approaches for IoT-based botnets. Our proposed 
methodology for traffic analysis and training of 
machine learning algorithms is explained in 
Section 3 while Section 4 demonstrates the 
performance of the trained machine learning 
models in identifying malicious traffic. Finally, in 
Section 5, we conclude our work by emphasizing 
the significance of our research in developing 
effective strategies to ensure the security of IoT 
devices from botnet attacks.  

2. LITERATURE REVIEW 

the following section presents a thorough 
exploration of the existing relevant literature 
comprising detection and mitigation approaches 
targeting IoT devices. For botnet detection, there 
are mainly two approaches: Network-based 
detection and Host-based detection.  The primary 
approach is deployed on a central server 
responsible for processing all network traffic, for 
instance gateway or router, while the secondary 
approach is employed using individual or singular 
devices such as PCs and smartphones. Host-
based detection approaches are commonly 
utilized on devices with sufficient storage capacity 
to accommodate these detection algorithms. 
However, taking into account the limited resources 
of the Internet of Things, storing such resource-
intensive detection algorithms becomes 
challenging. As a result, a majority of the previous 

botnet detection methodologies in the literature 
focus on network-based detection algorithms. 
There are specific signature-based approaches, 
such as [3], that aim to identify IoT botnets. 
Although these approaches are primarily network-
based, they incorporate Mirai signatures into the 
detection algorithm to enhance its effectiveness. 
Additionally, approaches like [4] focus on 
detecting malicious domains within an IoT network 
to prevent malicious activities originating from 
specific domains. In the paper [5], a novel graph-
based approach is proposed to identify botnets 
which can operate across diverse device 
architectures. The methodology involves 
analyzing elf files, containing both benign and 
malicious traffic, to identify the botnet lifecycle. 
The proposed approach involves creating function 
call graphs and printable string information (PSI) 
graphs from botnet lifecycle-related functions and 
using a convolutional neural network to classify 
benign and malicious samples with an accuracy of 
over 95%.  
Paper [6] proposes a technique to detect Mirai 
botnet and its variants on IoT devices using power 
consumption patterns (PCP). The methodology 
involves collecting PCP of each device during 
different stages and training a CNN model on the 
pre-processed dataset. The model achieved 90% 
accuracy, but the proposed methodology faces 
several implementation challenges, such as 
expensive power consumption tools and a lack of 
standard datasets of (PCP). In the research paper 
[3], a network-centric methodology is proposed by 
authors to detect bots within IoT networks during 
the scanning phase. They examined the 
signatures of the Mirai malware and selected the 
port scanning signature to detect bots. After 
detection, the authors suggested blocking the 
traffic from bots or limiting the communication of 
detected bots to mitigate botnet attacks. The 
authors in [7] present a method for detecting and 
isolating vulnerable devices in an IoT network to 
prevent malware infection and their subsequent 
participation in botnets. The technique involves 
examining open ports associated with Telnet, 
SSH, and HTTP on IoT devices, followed by 
configuring firewall rules to disconnect vulnerable 
devices from the internet. In [8], the authors 
propose a policy descriptor approach to detect 
abnormal behaviour of IoT devices by comparing 
their current policies with their previously stored 
original policies related to access, usage, and 
communication. The proposed approach provides 
an effective method for detecting and preventing 
the escalation of the Mirai malware in IoT-based 
networks. Similarly, in [9], a deep learning 
approach is proposed for detecting botnets using 
network flow data. The method involves capturing 
network traffic flows and converting them to 
connection records, which are then used to train 
classifiers to differentiate between malicious and 
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legitimate traffic. The proposed technique is 
demonstrated to be effective in accurately 
detecting botnet traffic.  
The authors of paper [10 propose a method 
employing deep learning to detect botnets, the 
methodology uses LAE and BLSTM techniques 
where LAE is utilized for reducing the number of 
attributes, while BLSTM analyses the enduring 
time-frame interrelated changes in the set of 
attributes created by LAE for attack categorization. 
The dataset used by the authors is BOT-IoT and 
achieved almost 92% data size reduction rate 
using LAE. In the paper [11], the authors propose 
an RNN-based technique that uses BLSTM at the 
packet level to detect botnets. The authors 
collected their data by performing a Mirai attack on 
IoT devices in a sandbox environment. The data 
was then classified using the BLSTM-RNN neural 
network. The authors of [12] propose a machine 
learning method that uses an artificial neural 
network to determine data accuracy. They utilized 
the N-BaIoT dataset collected from nine different 
devices but only used data from one device in their 
study. The model's accuracy was determined to 
be 92%. In [13], the authors presented a novel 
feature selection methodology called corrauc, 
which evaluates correlation characteristics and 
calculates the area under the ROC curve. The 
approach comprises four stages: selecting 
features of satisfactory information, applying 
feature selection algorithms, validating selected 
features, and evaluating the employing four 
distinct ML algorithms using the BOT-IoT dataset, 
which led to achieving an accuracy of 96%. 
In the paper [14], the authors proposed a binary 
and multiclass classification approach to 
distinguish between normal and malicious IoT 
traffic. Two feature selection methods were used, 
and three machine learning algorithms were 
employed for classification. The results showed 
that all classifiers performed well, achieving high 
accuracy in binary and multiclass classification. 
Finally, in [15], the methodology proposed by the 
authors is for detecting outliers in green IoT 
devices using the density-based clustering 
algorithm DBSCAN to cluster network traffic based 
on density. Low-density clusters were labelled as 
malicious traffic and high-density clusters as 
normal traffic. Three machine learning algorithms 
were employed to further classify the labelled 
clusters, achieving over 90% accuracy for each 
attack. This approach can aid in identifying and 
mitigating malicious traffic in green IoT devices. 
In the article [16], a combination of BO-GP and DT 
machine learning algorithms was proposed to 
detect malicious network traffic using the BOT-IoT 
dataset. The authors used the min-max method for 
normalization and the SMOTE algorithm to 
address the unbalanced dataset problem. 
However, they did not use any feature selection 

technique and optimal parametric refinement of 
the model to maximize detection performance 
using the Bayesian Optimization Gaussian 
Process. The accuracy of the model was 99%, but 
the model might be complex for IoT due to the 
absence of a feature selection approach. The 
authors did not evaluate the model using the entire 
dataset. The study in the article [4] suggests an 
unsupervised machine learning algorithm-based 
domain name detection technique to classify 
normal and malicious domains. The authors 
collected normal and malicious domains and 
extracted 204 variables. However, they reduced 
the features to 20 during preprocessing. They 
evaluated nine different algorithms and found that 
four of them achieved 99% accuracy, including 
ANN, DBSCAN, GMM, Hierarchical Clustering, 
LAC, Mini Batch K-Means, AP, and K-medians. 
The study concludes that unsupervised machine-
learning techniques can effectively classify normal 
and malicious domains. 
The research paper in [17] compares the 
performance of supervised machine learning and 
deep learning algorithms on small and large 
unbalanced datasets. The evaluation criteria used 
were probability of detection, accuracy, and 
likelihood of false alarms. The study utilized Multi-
Class Decision Forest and also Multi-Class Neural 
Network algorithms on a dataset of small size, 
which did not perform well. However, on the larger 
dataset, the performance improved except for the 
rate of false positives at 0.3%. The research 
findings conclude that the accuracy of algorithms 
is correlated with the scale of a dataset and class 
imbalance, and further exploration is required to 
improve their efficacy when dealing with small 
datasets. The research paper is primarily 
concerned with the use of supervised ML models 
for classifying botnet traffic. The authors used the 
BOT-IoT dataset and applied chi2 as a feature 
selection method. They used three supervised ML 
models, Multi-Layer Perceptron Artificial Neural 
Network (MLP ANN), K-Nearest Neighbours 
(KNN) and Gaussian Naive Bayes (GNB). The 
study shows that KNN outperformed the other two 
algorithms regarding accuracy. The research 
paper in [18] presented a framework for 
automatically detecting and mitigating anomalies 
in IoT networks based on MUD policies. The 
approach uses the MUD maker to create a MUD 
profile for each IoT device, and the MUD controller 
grants network access based on the policies 
specified in the MUD profile. The approach detects 
anomalies and notifies device owners in real time 
via an SMTP server. The study emphasizes the 
importance of using MUD policies for securing IoT 
networks and provides a useful tool for real-time 
network traffic monitoring via a graphical user 
interface.
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Table 1. N_BIoT Categorization  

IoT Devices Malware Attacks 

Device 1: Damini_Doorbell, 

Bashlite 
Scan, TCP 

combo, UDP, Junk 

Device 2: Ennio_Doorbell, 
Device 3: Provision_PT_737E_Security_Camera, 
Device 4: Provision_PT_838_Security_Camera,  
Device 5: Samsung_SNH_1011_N_Webcam, 
Device 6: SimpleHome_XCS7_1002_WHT_Security _Camera,  

Mirai 
Scan, Ack,  

UDP plain, Syn, UDP 
Device 7: SimpleHome_XCS7_1003_WHT_Secur-ity_Camera, 
Device 8: Philips_B120N10_Baby_Monitor, 
Device 9: Ecobee_Thermostat 

 

The paper [19] demonstrates a botnet vs botnet 
approach using the BDS Botnet Defense System 
consisting of four stages: first is the monitor 
module second is the strategy planner third is the 
worm launcher, and last C&Cs. The authors 
proposed the Few-Elite launch strategy, which 
deploys white-hat worms based on the worm's life 
cycle and network structure density, using the 
Petri Net 2 simulator. In [20], the focus is on 
proposing a vulnerability scanner based on Mirai 
to secure IoT devices by identifying vulnerabilities 
and generating reports for network administrators 
or home users. The tool executes attacks similar 
to Mirai infection against IoT devices to enhance 
the security of IoT networks. The paper [22] 
introduces the Hybrid Strawberry African Buffalo 
Optimizer (HSABO) algorithm to detect botnet 
attacks which target IoT devices by leveraging the 
collective intelligence of African buffalos and 
strawberry plants to enhance the security of these 
devices. In [21], a whitelisting-based strategy is 
proposed to mitigate Mirai botnet threats in IoT 
networks by computing hash codes of each device 
in the network and enforcing whitelisting using the 
profiling module and application monitor. The 
approach ensures that only trusted applications 
run on the devices in the network, mitigating the 
risks posed by Mirai botnet attacks. 
On the other hand, limited work has been done in 
the direction of preventing IoT devices from 
becoming part of botnet. Also, previous research 
has shown limited solutions for removing 
malicious activity from compromised IoT devices, 
with one method being botnet-vs-botnet, which 
requires significant time, battery power, and 
storage. The alternative solution of installing IDS 
on each device presents a drawback in terms of 
storage utilization proving unsuitable for IoT 
devices due to their restricted storage capacity 
and battery life. Another approach is to prevent 
devices from becoming bots by addressing three 
primary vulnerabilities: all-time online availability, 
open ports, and weak credentials. However, these 
measures are not entirely effective due to user 

awareness issues and Mirai's ability to 
compromise devices through brute force attacks. 
In the following sections, we employ ML models to 
identify malicious traffic in the network and 
subsequently remove the bot devices generating 
such traffic. Botnet Identification using ML 
Techniques.  

3. METHODOLOGY 

The following section presents a methodology for 
the detection and prevention of botnets in IoT 
networks using a machine-learning approach. The 
general machine-learning process is shown in 
Figure 1. This proposed approach employs ML 
techniques to analyse network traffic and detect 
patterns that are indicative of botnet activity. The 
detected botnets are then removed from the 
network. The machine learning algorithms are 
trained on publicly available N-BaIoT dataset. The 
dataset was introduced in [23] and is publicly 
accessible through the ML Repository of UCI. The 
main reason for selecting the N-BaIoT dataset is 
its detailed labelled classification of attacks. In this 
dataset, both Mirai and Bashlite affected instances 
are further labelled with their specific attacks, 
aiding in the identification of patterns of traffic 
source attacks The dataset originated from the 
collection of real-time traffic data obtained from 
nine commercial Internet of Things (IoT) devices, 
consisting of four security cameras, one webcam, 
two doorbells, and one thermostat. Each device 
was deliberately infected with two types of 
malware, namely Mirai and BASHLITE, and 
subjected to various types of attacks, as 
mentioned in Table 1. 
The regular network traffic was recorded after the 
installation of each IoT device to ensure the 
exclusion of the malicious data samples from the 
training part of the dataset. 
The dataset comprises 23 distinct features, each 
sampled across five temporal windows: 1 min, 10 
sec, 1.5 sec, 500 ms and 100 ms, resulting in 
generating a dataset with 115 features. Moreover, 
several statistics for each packet, such as the 
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Figure 1: Methodology for Botnet Detection 

variance, standard deviation and mean of the 
packet size, as well as the covariance, Pearson 
correlation coefficient, radius and magnitude of 
two stream means. are also computed. 

3.1 Data Preprocessing 

In the context of machine learning the 
preprocessing of data is a pivotal stage, as it 
enables the preparation of data before being fed 
to the machine learning algorithm to ensure 
optimal performance Data preparation consists of 
various phases such as including data 
transformation to numerical format, elimination of 
null and duplicate samples, balancing dataset and 
standardization of dataset values. For instance, 
within the context of the N-BaIoT dataset, 
standardization of the dataset as well as class 
balancing is required due to the high rate of attack 
samples compared to their corresponding benign 
data samples. Therefore, it is imperative to select 
and execute appropriate preprocessing 
procedures to ensure the dataset is correctly 
prepared for the machine learning algorithm, 
leading to accurate and reliable results. 

3.2 Data Standardization 

To enhance the functionality of the model, the 
Standard Scaler technique was employed to 
standardize the dataset samples. This technique 
involves subtracting the mean value from each 
feature and subsequently standardizing them to 
unit variance through division by their respective 
standard deviation. This results in a transformed 
dataset with a standard deviation of 1 and a mean 
of 0 [24]. defined as; 

𝑧 =
௫ି௨

ఙ
                  (1) 

where x denotes the original feature value, while µ 
and σ signify the mean value and standard 
deviation of the samples in the dataset. the 
standardization process was performed using the 
StandardScaler module available in the sklearn 
library. 

3.3 Class Balancing 
The dataset used for binary classification exhibited 
a significant class imbalance, featuring a 
significantly large number of samples 
representing attack class as compared to the 
benign class data samples. Such an imbalance 
can lead to bias towards a particular class and 
consequently, overfitting. Additionally, feature 
selection methods can also favor features 
exhibiting a strong correlation with the 
predominant class. All of these issues are known 
to stem from unbalanced data. To mitigate these 
concerns, we balanced the dataset by ensuring 
that an equal number of samples were present for 
both the attack and benign classes for each 
device. This was achieved through the use of the 
RandomUnderSampler module from the imblearn 
library, which randomly under-samples the 
majority class to match the minority class size.  

3.4 Feature Selection 
Dimensionality reduction is an effective 
preprocessing step in machine learning that helps 
eliminate irrelevant and redundant data, which, in 
turn, enhances the accuracy of the learning 
process and improves the comprehensibility of 
results [25]. In our study, we performed feature 
selection by selecting the top 10 features from the 
combined attack and benign datasets. There are 
three main methods for feature selection, including 
wrapper, filter, and embedded methods. These 
methods facilitate the identification of important 
features by evaluating their effects on model 
efficacy. 

3.5 Recursive Feature Elimination 

Our strategy incorporated a Wrapper method, 
Recursive Feature Elimination, and Logistic 
Regression to select the best feature subset for binary 
classification. This method, as illustrated in Figure 2, 
takes all dataset features as input, where a logistic 
regression model is used as an estimator for feature 
importance ranking with each iteration, a fixed number 
(k = 20) of the least important features are removed 
from the dataset, and the logistic regression model is 
again trained on the reduced feature set. The process 
was repeated until the model reached the desired 
number of features K which is 10. We reduced the 
dimensionality of our dataset from 115 features to 10 
optimal features. 
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Figure 2 Recursive Feature Examination 

3.6 Classification 

To detect malicious traffic, we employed binary 
classification methodology using classifiers: using 
classifiers: LR, SVM and RF. These classifiers 
were trained on the selected features to classify 
network traffic as benign or malicious. By using 
LR, we aimed to leverage its ability to model non-
linear relationships and make accurate predictions 
based on the selected features. We also used 
SVM aiming to accurately classify benign and 
malicious traffic by finding the best decision 
boundary in high-dimensional data. Finally, 
Random Forest (RF) is selected for regression 
and classification tasks when in-depth analysis of 
data is needed. It consists of multiple decision 
trees, and the final output is obtained by prediction 
of all these decision trees combined to obtain the 
final output. The accuracy and performance of RF 
are influenced by the number of decision trees. 

3.7 Evaluation Metrics 
In our study, we have employed a total of five 
evaluation metrics to assess the performance of 
trained models. At the forefront of evaluation 
methods lies the confusion matrix which offers four 
parameters (TP, TN, FP, FN) that are used for the 
evaluation of the model. For instance, when the 
predicted outcome denotes malicious traffic and 
the actual target sample is indeed malicious then 
it’s called True Positive or TP conversely, it is 
False Negative (FN) if the actual target sample 
indicates benign class. Similar to TP if predicted 
and target results show a benign class then it is 
True Negative (TN) since both results show it’s not 
malicious but if the target class is malicious in 
reality, then it is False Positive (FP). All the other 
remaining metrics are derived based on the 
calculations of these four parameters. Although 
accuracy measures the classifiers' accuracy, its 
assessment alone is insufficient. Thus, we 
complement it with f1-score, recall and precision 
as well. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
்௉ା்ே

்௉ା்ேାி௉ାி
        (2) 

precision serves as a metric to assess the 
reliability of true positives by determining the 
proportion of accurately classified positive 
results. it is beneficial in contexts where the 
frequency of false positives escalates. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
்௉

்௉ାி௉
               (3) 

Recall is used for assessing the true positive rate 
by representing the frequency with which the 
model correctly identifies instances of a given 
class when they are indeed true. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
்௉

்௉ାிே
                   (4) 

F1-score serves as a comprehensive metric to 
measure the accuracy of the model by combining 
both precision and recall. 

𝑓1 − 𝑠𝑐𝑜𝑟𝑒 =  
ଶ(௣௥௘௖௜௦௜௢௡)(௥௘௖௔௟௟)

௣௥௘௖௜௦௜௢௡ା௥௘௖௔௟௟
           (5) 

4. SELECTED MACHINE LEARNING MODELS FOR 

IDENTIFYING MALICIOUS TRAFFIC 

The methodology of this study focuses on utilizing 
machine learning models, specifically Logistic 
Regression, Support Vector Machine and 
Random Forest., to classify malicious traffic in IoT 
networks. The dataset, containing traffic data from 
nine infected devices across five protocols, is 
employed for training and evaluating these 
models. The aim is to identify informative features 
that can effectively identify botnet attacks on IoT 
devices. 

4.1. Random Forest  
Random Forest is an ensemble learning 
technique, whereby numerous decision trees are 
generated during the training phase and the final 
prediction is determined by the most frequently 
occurring class among the predictions made by 
individual trees. it is acknowledged for its 
adeptness to handle large datasets, and to 
capture complex relationships between features. 

4.2. Support Vector Machine  
As a supervised learning technique, the support 
vector machine (SVM) is a model that analyzes 
data and builds a hyperplane to separate different 
classes. it maps data into feature space of high 
dimensionality and uses a decision boundary to 
classify new instances. Linearly separable and 
non-linearly separable, SVM is efficient in 
managing data of both forms. 

4.3. Logistic Regression  
Logistic regression stands as a statistical model 
applied for estimating the likelihood of a binary 
outcome using input variables. it uses a logistic 
function by estimating the probabilities to model 
the relationship between a dependent variable or 
one or multiple independent variables. LR is 
commonly utilized for binary classification 
problems. The dataset is analyzed to identify 
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features that capture common characteristics of 
malicious traffic, such as weight or variance 
calculated within a specific time window. these 
attributes are utilized for the training process of the 
selected ML models with labelled data, where 
instances of malicious traffic are appropriately 
labelled. Model performance is assessed based 
on measures like test validation accuracy. The 
goal is to assess the effectiveness of Random 
Forest, SVM, and Logistic Regression in 
accurately classifying malicious traffic in IoT 
devices. By applying these machine-learning 
techniques and analyzing the results, the primary 
goal of this study is to contribute to the 
advancement of strategies for the detection and 
mitigation of botnet attacks. The methodology 
provides a framework for training models on 
malicious traffic and evaluating their classification 
performance. 

5. RESULTS AND EVALUATION  

the following section is dedicated to discussing the 
results derived from the application of three 
classifiers, namely SVM, LR, and RF, for the 
classification of benign and botnet traffic. From the 
dataset consisting of 115 features, we carefully 
selected the ten most informative features for each 
attack type. All selected features concerning 
attacks are represented with their serial number 1 
to 115. Within this section, there is an extensive 
analysis of these selected features and the results 
achieved by the applied classifiers, evaluating 
their performance for each attack type on 
individual devices is also discussed. the 
evaluation metrics used for assessing the 
classifiers include Recall score, Precision, 
Confusion metrics, Accuracy and F1-score. The 
file of the dataset containing benign data was 
merged and balanced alongside files containing 
malicious data for each attack in a distinct file and 
afterwards, feature selection was performed with 
the help of wrapper methods. in the last binary 
classification was performed using the features 
obtained from wrapper methods. Tables 2 to 10 
illustrate the results derived from classification 
models, encompassing data from nine distinct IoT 
devices, categorizing results based on individual 
attack vectors.  Metrics evaluation is conducted 
independently for every distinct attack traffic. For 
instance, in the context of combo attack analysis, 
three ML algorithms were used for classification, 
and the resultant evaluation metrics for each 
algorithm concerning the combo attack are 
presented for each distinct IoT device result as 
shown in figures 3 to 11. 
 
5.1 Results of Device 1 Dataset  

Table 2 Device 1 Classification Results 

Attack Algorithm Accuracy Precision Recall 
F1 

Score 

g_combo LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

g_junk 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

g_scan 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

g_tcp 

LR 99% 99% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 99% 99% 99% 

g_udp 

LR 99% 100% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 100% 99% 99% 

m_ack 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

m_scan 

LR 99% 100% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 100% 99% 99% 

m_syn 

LR 99% 99% 100% 99% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

m_udp 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

m_udp 
plain 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

 

 
Figure 3 Device 1 Dataset Classification Accuracy 

Figure 3 shows the comparison between the 
accuracy of all selected algorithms against all 
types of attacks. The accuracy ranges between 
99% and 100%, with Random Forest (RF) 
achieving the highest accuracy and Logistic 
Regression (LR) achieving the lowest. 
 

5.2 Results of Device 2 Dataset 

Table 3 Device 2 Classification Results 

Attack Algorithm Accuracy Precision Recall 
F1 

Score 

g_comb
o 
 

LR 99% 100% 99% 99% 

RF 100% 100% 100% 100% 
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SVM 99% 100% 99% 

99% 
 

g_junk 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

g_scan 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

g_tcp 

LR 99% 99% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

g_udp 

LR 99% 99% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 99% 99% 99% 

 

 
Figure 4 Device 2 Dataset Classification Accuracy 

 

5.3 Results of Device 3 Dataset  

Table 4 Device 3 Classification Results 

Attack 
Algorith

m 
Accuracy Precision Recall 

F1 
Score 

g_comb
o 

LR 99% 100% 99% 99% 

RF 99% 100% 99%    99% 

SVM 99% 100% 99% 99% 

g_junk 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 99% 99% 99% 

g_scan 

LR 99% 100% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 100% 99% 99% 

g_tcp 

LR 99% 99% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 99% 99% 99% 

g_udp 

LR 99% 99% 100% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

m_ack 

LR 99% 100% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 100% 99% 99% 

m_scan 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

g_syn LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

g_udp 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

g_udp 
plain 

LR 99% 100% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 100% 99% 99% 

 

 
Figure 5 Device 3 Dataset Classification Accuracy 

5.4 Results of Device 4 Dataset 
Table 5 Device 4 Classification Results 

Attack Algorithm Accuracy Precision Recall 
F1 

Score 

g_comb
o 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

g_junk 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

g_scan 

LR 99% 100% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 100% 99% 99%` 

g_tcp 

LR 99% 99% 99% 99% 

RF 99% 99% 99% 99% 

SVM 99% 99% 99% 99% 

g_udp 

LR 99% 99% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 99% 99% 99% 

m_ack 

LR 99% 100% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 100% 99% 99% 

m_scan 

LR 99% 100% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 100% 99% 99% 

m_syn 

LR 100% 100% 100% 100% 

RF 99% 100% 99% 99% 

SVM 100% 100% 100% 100% 

m_udp 

LR 99% 99% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 99% 99% 99% 

m_udp 
plain 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 
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SVM 100% 100% 100% 100% 

 

 
Figure 6 Device 4 Dataset Classification Accuracy 

5.5 Results of Device 5 Dataset 
 

Table 6 Device 5 Classification Results 

Attack Algorithm Accuracy Precision Recall 
F1 

Score 

g_comb
o 

LR 99% 100% 99% 99% 

RF 99% 99% 100% 99% 

SVM 99% 100% 99% 99% 

m_junk 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

m_scan 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

m_tcp 

LR 99% 99% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 99% 99% 99% 

m_udp 

LR 99% 99% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 99% 99% 99% 

 

 
Figure 7 Device 5 Dataset Classification Accuracy 

5.6 Results of Device 6 Dataset 

Table 7 Device 6 Classification Results 

Attack Algorithm Accuracy Precision Recall 
F1 

Score 

g_combo 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

g_junk 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

g_scan 

LR 99% 100% 99% 99% 

RF 99% 100% 98% 99% 

SVM 99% 100% 99% 99% 

g_tcp 

LR 99% 99% 99% 99% 

RF 99% 99% 100% 99% 

SVM 99% 99% 99% 99% 

g_udp 

LR 99% 99% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 99% 99% 99% 

m_ack 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

m_scan 

LR 99% 99% 100% 99% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

m_syn 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

m_udp 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

m_udp 
plain 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

 

 
Figure 8 Device 6 Dataset Classification Accuracy 

5.7 Results of Device 7 Dataset 

Table 8 Device 7 Classification Results 

Attack 
Algorith

m 
Accuracy Precision Recall 

F1 
Score 

g_comb
o 

LR 99% 100% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 100% 99% 99% 

g_junk 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

g_scan 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 
99% 

 
100% 99% 99% 

g_tcp LR 99% 99% 99% 99% 
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RF 99% 100% 99% 99% 

SVM 99% 99% 99% 99% 

g_udp 

LR 99% 99% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 99% 99% 99% 

g_ack 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

m_scan 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 99% 99% 100% 99% 

m_syn 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

m_udp 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

m_udp 
plain 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

 

 
Figure 9 Device 7 Dataset Classification Accuracy 

5.8 Results of Device 8 Dataset 

 
Table 9 Device 8 Classification Results 

Attack Algorithm Accuracy Precision Recall 
F1 

Score 

g_co
mbo 
 

 

LR 99% 100% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 100% 99% 99% 

g_junk 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

g_sca
n 

LR 99% 99% 99% 99% 

RF 99% 99% 99% 99% 

SVM 99% 100% 99% 99% 

g_tcp 

LR 99% 99% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 99% 100% 99% 

g_udp 

LR 99% 99% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 99% 99% 99% 

m_ack LR 99% 100% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 100% 99% 99% 

m_sca
n 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

m_syn 

LR 99% 100% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 100% 99% 99% 

m_ud
p 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

m_ud
p plain 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

 

 
Figure 10 Device 8 Dataset Classification Accuracy 

 

5.9 Results of Device 9 Dataset 

Table 10 Device 9 Classification Results 

Attack 
Algorith

m 
Accuracy Precision Recall 

F1 
Score 

g_co
mbo 
 

 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

g_junk 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

g_sca
n 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

g_Tcp 

LR 99% 99% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 99% 99% 99% 

g_udp 

LR 99% 99% 99% 99% 

RF 100% 100% 100% 100% 

SVM 99% 99% 99% 99% 

m_ack 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

m_sca
n 

LR 99% 100% 99% 99% 

RF 99% 99% 99% 99% 

SVM 99% 100% 99% 99% 

m_syn LR 100% 100% 100% 100% 
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RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

m_ud
p 

LR 100% 100% 100% 100% 

RF 100% 100% 100% 100% 

SVM 100% 100% 100% 100% 

m_ud
p plain 

LR 99% 100% 99% 99% 

RF 99% 100% 99% 99% 

SVM 99% 100% 99% 99% 

 

 
Figure 11 Device 9 Dataset Classification Accuracy 

6.  CONCLUSION  

In this research, we aimed to achieve two 
objectives, namely dimensionality reduction of the 
N-BaIoT dataset for quick yet efficient malicious 
traffic identification and evaluation of the 
performance of various ML algorithms for 
malicious traffic using selected features from 
multiple IoT device-to-device communications. 
The N-BaIoT dataset contained network traffic 
originating from nine distinct IoT devices infected by 
both Mirai and Bashlite's ten attack types and 
normal traffic data. We reduced the dataset's 
feature set from 115 to 10 and conducted binary 
classification using Logistic Regression, Support 
Vector Machine, and Random Forest algorithms. 
Our results showed that the selected subset of 
features achieved above 99% accuracy in 
detecting botnet traffic. 
Furthermore, we analyzed the characteristics of 
selected features for each attack protocol from all 
9 devices to determine if the botnets share similar 
characteristics. Our findings revealed that botnets 
with the same attack protocol generated by 
multiple IoT devices infected with the same botnet 
had nearly identical characteristics. However, if 
certain devices are infected with different botnets, 
the characteristics will not be the same. 
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Abstract: In the contemporary digital landscape, the 
escalating reliance on diverse social media platforms 
for textual communication necessitates the 
establishment of secure and trustworthy channels to 
thwart the threats of theft or hacking. Most of these 
messages contain highly confidential data, 
underscoring the critical need for robust security 
measures, primarily through the deployment of 
encryption techniques. While existing algorithms 
predominantly employ text-to-text encryption 
(TOTET) methods, this paper introduces an 
innovative hybrid approach that amalgamates TOTET 
with text-to-image encryption (TOIET), thereby 
fortifying the privacy of transmitted messages. This 
novel method undergoes rigorous testing using  
 

various parameters, including privacy levels and 
encryption time, to evaluate its effectiveness. 
Comparative analyses are conducted against 
established techniques such as DES, 3DES, and 
AES. The experimental results conclusively 
demonstrate the superior privacy capabilities of the 
proposed scheme in comparison to its predecessors. 
This advancement in encryption technology not only 
bolsters the security of confidential messages but 
also positions itself as a noteworthy improvement 
over existing methods, marking a pivotal step 
towards ensuring the integrity of digital 
communications. 

Index Terms: cryptography, encryption, decryption, 
confidentiality 

1. INTRODUCTION 

Information security has become a serious 
issue due to the dependence on digital devices. 
Because it makes it easy for an intruder to get illicit 
access to confidential data. Different techniques, 
which include computational or arithmetical, have 
been developed by an attacker to get access to the 
present security system. To minimize this issue, 
computer security systems use the science of 
cryptography. Cryptography is a field that 
transforms plain text into cipher text [1]. The main 
objective of cryptography is to make it problematic 
for an attacker to get unauthorized access. The 
security of algorithms depends on these 
parameters: length of keys used, complexity of 
an algorithm and level of coding. These 
parameters can impact the throughput and the 
capability of algorithms to encrypt small text. Most 
of the algorithms are divided into two categories: 
symmetric and asymmetric algorithms [3]. 

In symmetric algorithms, only one key is 
used to encrypt and decrypt the data. Examples of 
symmetric algorithms are DES, 3DES, and AES. In 
the asymmetric algorithms, two keys are used [4]. 
One is public and the other one is private. In an 
asymmetric algorithm, the sender uses the public 
key for encryption and the receiver uses his own 
private key for decryption. These two keys are 
interlinked.[8]. Examples of asymmetric algorithms 
are ecliptic curve cryptography (ECC), and RSA.  

In this research paper, symmetric cryptography 
will be used for encryption and decryption of data. 
The TOTET and TOIET will be used to enhance  

 
 
the security of the text. The organization of this  

     research paper is as follows: In this research 
 

         
Fig. 1. A Scenario of Transferring a Message from 

Bob to his Friends 
paper, Section 2 will describe the related work that has 
been done so far. In Section 3, we will describe the 
proposed methodology for text encryption and 
decryption to make it secure. Section 4 will evaluate the 
implementation strategy by performing various 
experiments. Section 5 will conclude the research 
paper. 

2. LITERATURE REVIEW 

Data security is described as a group of events or 
actions that are used to protect sensitive information 
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from exterior threats such as damage or 
robbery. Data invasion has become a main 
danger to the security of internet users, and the 
devices that relateto it. To mitigate this risk, 
increase the security of the data, and protect it 
from surveillance. Some business owners 
prefer to depend on a secure network that is 
made secure by using special kinds of 
algorithms or coding. Some users do not want 
to transfer sensitive information over the 
internet. Consequently, they use storage 
devices or cards to store or transfer data [11]. 
Some of them are seeking to attain anti-virus 
software from authenticated sources to make 
information secure. Different kinds of 
information are transmitted through several 
social media platforms. This movement implies 
a duty on us to safeguard this information from 
stealing and viewing [26]. To attain this 
purpose, different kinds of algorithms are used 
to protect sensitive data. These algorithms 
convert simple text into cipher text. Some of 
them use key pairs for the encryption and 
decryption of data. All these techniques have 
some unique features. On the other hand, it is 
difficult to identify the best encryption technique 
which offers high security, takes minimum time 
to generate a key, and for the processes of 
encryption and decryption. They have different 
kinds of advantages, and disadvantages, and 
are appropriate for different applications [17]. 
According to the literature, different kinds of 
cryptographic algorithms can be the best 
solution to a particular problem. Some of the 
most prominent cryptographic techniques are 
as follows [8]: 

2.1 Process of Encryption Using Symmetric 
Algorithms 

The Data Encryption Standard (DES) comes 
under the umbrella of symmetric cryptographic 
algorithms. It uses one key in both for the 
encryption and, also, for the decryption. It has 
various drawbacks. It can be possible to 
produce the same output by selecting a taken 
input to an S box. Furthermore, its initial and 
final permutation is not clear. The only 
advantage is the length of the key which makes 
it tough to launch the brute force to decrypt the 
data [20]. Another example of a symmetric key 
algorithm is triple DES. The data is moved 
through the original DES algorithm three times 
during the encryption process. It can still be 
used in fiscal services and other industries. 
3DES is slower 3 times than DES, low 
performance in terms of power consumption 
and throughput, but it is safer. In 3DES, the 
first key is used to encrypt the plaintext, the 

second key is used to decrypt the cipher text, and the 
third key is used to encrypt. Decryption 

 is the reverse process of the encryption procedure 
[18]. The Advanced Encryption Standard (AES) is 
made to update the original DES. Some of the most 
prominent uses of the AES include texting platforms 
such as WhatsApp. AES is a good encryption 
algorithm, because of its performance and the level 
of security it offers [14]. 

2.1.1 Comparison of Symmetric Cipher 

In [6], in this paper, they have drawn a comparison 
between the symmetric and asymmetric algorithms. 
In the research paper, they have used different 
parameters: keys that have been used, throughput, 
encryption ratio, efficiency, length of the key, and 
security against attacks. However, they do not 
discuss many parameters to increase the encryption 
ratio. The performance of different algorithms can be 
checked by using different file sizes. Various 
cryptographic algorithms: DES, 3DES, Blowfish, 
Two-fish, and Three-fish have been checked by 
giving different inputs. The result showed that the 
Blowfish performed well as compared to other tested 
algorithms [26]. In [14], they have described how 
anyone can choose a better algorithm for encryption. 
For this purpose, it is mandatory to have deep 
knowledge of these algorithms. Someone can also 
check the different parameters and their ratio. The 
most important parameters can be encryption time, 
throughput, and the utilization of the CPU. 

2.2 Process of Encryption Using Asymmetric 
Algorithms 

RSA was developed in 1977. It is a block cipher, and 
extensively used for secure communication of data. 
In this algorithm, three steps are involved: Key 
generation, encryption, and decryption. The main 
drawback of RSA is that it is vulnerable to attacks 
such as timing attacks, and brute force attacks [18]. 

2.2.1 Comparison of Asymmetric Algorithms 

In this paper, they have drawn a comparison among 
various asymmetric algorithms. It uses complex and 
geometric equations to produce public keys. It uses 
two different keys: one for encryption and one for 
decryption. The ElGamal algorithm was developed 
by Taher ElGamal. It can also be used in the 
generation of digital signatures which is called the 
ElGamal signature scheme. It is an asymmetric 
algorithm that is built on the Diffie Hellman key 
exchange algorithm. In [27], to increase the security. 
In this research paper, symmetric cryptography will 
be of the data, information hiding technique and 
encryption have been used. In this paper, the least 
significant algorithm (LSB) is used for information 
hiding, and the RSA asymmetric algorithm is used for 
encryption. It provides a robust level of security that 
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is difficult to breach. 
 

Table 1. Comparative Analysis of the Pre-existing Studies 

 
Ref Algorithm name Encryption 

time 
Key size       Type of 

Cipher 
Protection 
against 
attack 

[1] AES is used for designing the 
file security system with a key 
of 128 bits. 

low fixed Block Brute force 
attack 

[2] Data is encrypted using the 
XOR with an image of a key. 

low fixed Block Unbreakable 

[3] A combination o f  Vigenère and 
Hill cipher is used to mitigate 
the weakness of Vigenère 
cipher 

Low Not fixed Block Statistical attack 

[4] A secure algorithm has been 
used which consists of Xor 
operation and bite shifting for 
encrypt ion.  

Low Not fixed Block Avalanche attack 

[5] Left and right circular shifts are 
operations used for the 
encryption of text. 

Low fixed Block Known plaintext 
attack 

[6] Various experiments are 
performed for encryption and 
decryption of the text using 
DES, and 3DES. 

Low fixed Block Brute force attack

[7] Beaufort-Vigenère is used for 
the encryption of data.  

Low Not fixed Slock Brute force attack

[8] Modified shift operation is used 
to scramble the data. 
 

Low Not fixed Stream Differential attack 

[9] A hybrid algorithm has been 
used in the technique. AES is 
used for encryption and SHA-
256 is used to ensure the 
integrity of data. 

Low Fixed Block Brute force attack

[10] Modified technique in which 
image is used image key is 
used for encrypting the text after 
converting the text into a matrix 

Low Not fixed Block Brute force attack

[11] One round variable block size 
(ORVBM) has been used for the 
generation of private key for 
each block of data 

Low Fixed Block Differential attack 

[12] The substitution technique is 
used to improve the security of 
the block 

Low Fixed Block Known plaintext 
attack 

[13] Unique key generation method 
is used for the encryption of the 
data with substitution operations. 

Low Fixed Block Kasiski and 
Friedman attack 

[14] The hybrid approach of Caesar 
and Vigen`ere is used for the 
encryption and decryption of 
data to enhance the security of 
the data. 

Low Fixed Block Brute force attack
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[15] In this research, a hybrid 
approach of the encryption 
algorithm is used for the 
encryption of plain text into 
cipher text. 

Low Not fixed Stream Known plaintext 
attack 

[16] Asymmetric encryption is used 
for the encryption of text with 
the same keys. 

Low Fixed Block Brute force attack

[17] DES and a unique key 
generation method is used to 
encrypt the plain text. 

Low Fixed Block Brute force attack

[18] A combination of symmetric and 
asymmetric algorithms is used 
for encryption to enhance the 
security of the data. 

Low Fixed Block Most practical 
attack 

[19] Symmetric cipher AES is used 
for the encryption of the 
different blocks of the plain text 
to hide it from the attackers. 

Low Fixed Block Brute force attack

[20] DES is used to encrypt the 
data. 

Low Fixed Block Side channel 
attack 

[21] The symmetric algorithm is 
used for the encryption of 
different blocks of data 

High Fixed Block Known plain text 
attack 

[22] Random numbers are used for 
the generation of keys and data 
with right and left circular 
shifts. 

High  Not fixed Block Brute force attack

[23] In this research, data is 
encrypted using the key and 
after that cipher is encrypted 
again with an image key. 

Low  Fixed Block Replay attack 

[24] The symmetric encryption 
algorithm is used for the 
encryption of data. 

Low Fixed Block Side channel 
attack 

2.3 Hybrid Approaches 

Some papers have used a combination of symmetric, 
and asymmetric algorithms [9]. In [7], two approaches 
have been merged effectively, namely Beaufort and 
Vigenere. The value is better than the existing 
methods because the value of the avalanche effect 
has a stable value on the changes of keys and plain 
text. In this paper, a symmetric algorithm (AES), and 
ECC (asymmetric algorithm) have been combined 
with a hash function (SHA256). It is used to make 

sure of the integrity of the data. The suggested 
algorithm is more effective as compared to the other 
approaches. However, the suggested technique is less 
effective when it comes to encryption of an image. It 
takes more time for the encryption and decryption of 
images [9]. Ceaser Cipher and Vigenère Cipher 
algorithms are combined to make a hybrid algorithm. 
Factors such as the frequency of the letters, and the 
behavior through graph have been evaluated. The 
experimental results show that the suggested 
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algorithm was implemented successfully. However, 
the performance of the proposed algorithm can be 
enhanced by considering the repeated pairs in the 
text. In suggested technique is executed by mixing the 
idea of Diffie Hellman, and the Blowfish algorithm. 
The private key is generated by using the blowfish 
algorithm. The shared private key will be generated by 
using the Diffie Hellman algorithm. This will generate 
private keys for the two users who want to 
communicate. But this process can be time-
consuming [23]. The diagram shows the classification 
of cryptographic techniques. There are two main 
categories: Symmetric and asymmetric. Various 
algorithms come under the umbrella of these main 
categories. 

 
Fig 2. Taxonomy of Cryptographic Technique 

3. PROPOSED MODEL 

In this research paper, the proposed technique 
consists of two operations: one uses affine cipher, 
and the second one uses image cryptography. In 
the first step, the proposed technique uses an 
affine algorithm to convert the plain text into cipher 
text. This algorithm is used to encrypt plain text. In 
this algorithm, each letter in plain text is replaced 
with its numeric value, using its formula. On the 
decryption side, the numeric value is converted 
back to a letter. This algorithm offers better security 
to guard the data from illicit access. Because it 
will not be easy to fetch the data without knowing 
the recipient key. The formula of this algorithm is 
mentioned below: 

            Equation:  E (x) = (a x + b) mod m 

Here ‘m’ is the size of the alphabet, and a and b 
are the keys to the cipher. ‘a’ must be chosen such 
that a and m are co-prime. The table below shows 
how we can change the plain text into cipher text.  

Plain text: Confidential 

Cipher text: mwtvepstlign 

Table 2. Conversion of Plain text into cipher text 
using Affine Cipher 

 

The output, which will be in cipher form, of this 
algorithm will convert into ASCII form. Then ASCII 
values are given to a binary function that converts 
those values into binary. Lastly, the output of a 
binary function is XORed with the key. This key is a 
combination of alphanumeric values. And convert it 
into an image. This proposed method is utilized to 
stop the attacker from fetching the actual 
information when he tries to get the information. The 
following diagram shows the flow of different steps 
that are used in the encryption and decryption 
process. First, we have done the encryption of the 
plain text then decryption will be the reverse of the 
encryption process. 

 
 

Fig 3. Flow of Proposed Methodology 
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4.  RESULTS OF THE PROPOSED MODEL  

The experimental results of the proposed 
algorithms have been elaborated below. 

4.1 Encryption Time of the Proposed Model 

The proposed method will not only maximize the 
security level of text cryptography but also reduce the 
encryption time of the different files as compared to 
the existing techniques. In the below graph, on the x-
axis, different kinds of algorithms have been shown. 
On the y-axis, the time has been shown that they 
take to perform encryption. 
 

 

Figure 4. Comparison of Encryption Time 

4.2 Avalanche Effect 

The avalanche effect is one of the imperative 
characteristics of the encryption-decryption 
algorithms. we change the input slightly; the output 
transforms remarkably. In the case of the proposed 
algorithm, it provides the highest value of avalanche 
effects. If we change its input, it gives a different 
output. 

  
Fig 5. Comparison of Avalanche Effect of Existing Methods 

and Proposed Model 

  4.3 Comparison of Encryption Type and Key 

Table 3 shows the comparison of different algorithms 
based on two parameters: encryption type and 
number of keys. All preexisting techniques used the 
text-to-text encryption algorithm (TOTET). The 
proposed methodology has used the text-to-image 
encryption algorithm (TOIET) and TOTET to enhance 
the security of the text. All the existing algorithms 
use a single key for encryption, but the proposed 
methodology uses 3 keys for encryption. 

Table 3. Comparison Of Encryption Type  
and Number of Keys 

Algorithms 
Encryption 

Type 
Number of 

keys 
DES TOTET 1 

AES TOTET 1 

Blowfish TOTET 1 

ROT13 TOTET 1 

Proposed 
model 

TOTET+TOIET 3 

4.4 Comparison of Key Entropy 

The value of the key entropy of the proposed 
methodology is high. The key entropy means how 
many numbers of bits a key contains of any of the 
specified algorithms. So, the given below diagram 
shows the comparison of the key entropy of different 
algorithms. 

 

Algorithm: 

Input: Plain text 
Output: encrypted text 
Get the plain text as an 
input 
 Let’s assume input = x 
For 
All the input x 
Apply affine cipher on x 

a.       Convert those values into ASCII 
b.      Convert ASCII to binary 
c.       Perform XOR of binary 
values and key 
d.      Convert binary values to an image 
e.       Get an encrypted image 

  
End For 

Input: encrypted text 
Output: plain text 
Get the image as an 
input 
 Let’s assume input=y 
For 
All the input y 

a.       Perform XOR of binary values and key 
b.      Convert into binary 
c.       Convert binary to ASCII 
d.      Apply affine cipher on y 
e.       Get the plain text 
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Fig 6. Comparison of key Entropy of Previous works 

5. CONCLUSION 

This research paper has developed an innovative 
method for enhancing the security of data. It has 
been presented that the proposed technique is safe 
and offers a high level of security. It makes hacking 
confidential data an arduous task for hackers. First, 
the plain text is taken as an input of two types and 
uses the affine algorithm to encrypt it. Then converts 
it into ASCII. The ASCII values are converted into an 
image. The proposed technique can give a better 
security and stress-free method in encryption. In 
future, the proposed technique will be enhanced using 
the hashing technique to verify the integrity of data. 
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 
Abstract: In the current era, drones are being 

used more often for surveillance and gathering 
information in many areas. However, as we start 
using drones more, we face important issues like 
whether we can trust the data they collect, how 
safe that data is from hackers and concerns about 
invading people's privacy. This paper introduces a 
new idea that uses blockchain technology, which 
is known for being secure and hard to tamper with, 
together with drone surveillance to tackle these 
problems. We used blockchain's key features, 
such as its ability to work across many places, its 
security against changes, and the need for 
agreement, to make sure the data we get is reliable 
and trustworthy. Our proposed system also makes 
it easy to tell which drone collected which data, 
improving how we can track drones and protect 
the data from being hacked or changed without 
permission. A big part of our approach is using 
smart contracts, which are a clear way to manage, 
apply, and check who can access certain data. We 
also put a lot of effort into keeping private 
information safe, only sharing what's absolutely 
necessary. Our goal with this system is to make 
people trust the data collected by drones more, 
leading to a new phase of accepted and reliable 
drone surveillance. 
 

Index Terms: Blockchain, Decentralized, 
security, Drone, Surveillance  

1. INTRODUCTION 

n the rapidly evolving digital era, the abilities of 
drones have redefined the landscapes of 

numerous sectors. These unmanned aerial 
vehicles initially imagined for recreational use or 
niche military applications, have swiftly been 
used across various industries, reshaping 
traditional methodologies. Today, drones have 
evolved to be powerful, autonomous tools, 
capable of advanced data collection and  
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surveillance. They are becoming indispensable 
assets, unlocking untapped potential across 
sectors ranging from agriculture and 
environmental conservation to urban planning 
and defense. 

Drone surveillance presents a game-changing 
opportunity. From a bird's eye view of vast 
agricultural fields, helping farmers detect pests or 
diseases [1], to the meticulous monitoring of 
urban infrastructures like bridges and roads, the 
advantages of drones are manifold [2]. 

In the defense and security sectors, drones 
play a paramount role. Border patrols, counter-
terrorism units, and internal security agencies 
worldwide are employing drones to ensure safety 
and enforce law and order [3]. The real-time 
aerial insights provided by drones empower 
these agencies with superior situational 
awareness, allowing rapid response to emerging 
threats. This advantage is pivotal in regions with 
challenging terrains or dense urban areas, where 
traditional surveillance methods might falter. 
However, this blossoming era of drone 
surveillance is not devoid of challenges. As these 
devices begin to saturate the skies, several 
complications become evident. The primary 
concern revolves around the immense volumes 
of data generated. Storing, analyzing, and 
accessing this colossal data efficiently poses 
significant challenges. Traditional centralized 
databases, given their architecture, might find it 
overwhelming to accommodate the burgeoning 
data while maintaining swift access. Moreover, 
centralization often becomes a bottleneck, 
susceptible to downtimes or even cyber-attacks, 
compromising the data's integrity [4], [5]. Data 
authenticity is another significant challenge. With 
the ease of digital manipulations in today's age, 
ensuring the genuineness of the footage 
captured by drones is crucial. Stakeholders, be 
they urban planners or defense strategists, base 
their decisions on this data. Any falsification or 
unauthorized alteration can lead to grave 
consequences [6]. Thus, mechanisms that vouch 
for the authenticity of the data, tracing its origin 
right to the specific drone, are imperative.  

Futuristic Blockchain-based Secure and 
Verifiable Drone Surveillance System: 

Chain in the Sky 

Arshad, Usama; Faheem, Yasir; and Shaheen, Reema 

I

44



 

Beyond the technical aspects, privacy emerges 
as a paramount concern. Drones, given their 
discreet nature and ability to capture high-
resolution imagery from vantage points, can 
inadvertently infringe upon individual or 
organizational privacy. Establishing clear 
guidelines on what drones can capture, when, 
and where, while ensuring that infringements are 
minimized, is a delicate balance to achieve [7]. It 
becomes increasingly significant in urban 
landscapes, where the density of private spaces 
is high. Lastly, the interoperability of drones 
manufactured by different companies presents a 
dilemma. With each manufacturer potentially 
employing proprietary software or hardware 
specifications, ensuring the seamless integration 
of various drones into a unified surveillance 
system becomes intricate. This fragmentation 
can lead to inefficiencies, with certain drones 
possibly not communicating effectively with 
central systems or others in the network. While 
drones are revolutionizing surveillance across 
sectors with their unmatched capabilities, the 
associated challenges are profound. The 
integration of vast amounts of data, ensuring its 
authenticity, safeguarding privacy, and achieving 
a harmonized drone ecosystem are tasks that 
demand innovative solutions [8]. As we delve 
deeper into the age of drone surveillance, 
addressing these challenges will be the key to 
harnessing their full potential without 
compromising on security, authenticity, or 
privacy. 

1.1 Need for Blockchain in Drone Surveillance 

Blockchain technology, at its core, is a digital 
ledger that records transactions in a series of 
interconnected blocks [9]. Instead of being 
hosted on a central server, this ledger is 
distributed across a vast network of computers, 
ensuring that every participant has access to a 
copy of the entire blockchain. This decentralized 
nature eliminates single points of failure and 
minimizes risks associated with centralization. 
One of the hallmark features of blockchain is its 
immutability. In the burgeoning landscape of 
drone surveillance, the need to maintain data 
sanctity is paramount. As drones soar above, 
capturing swathes of data, guaranteeing the 
fidelity of this information becomes a pressing 
concern [10]. Enter blockchain, a technology that 
is seemingly tailored to assuage the challenges 
posed by drone surveillance. The very essence 
of surveillance lies in the veracity of the 
information collected. If stakeholders cannot trust 
the data, then the very purpose of surveillance is 
undermined. Drones, as versatile as they are, still 
rely on storage and transfer systems that can be 
vulnerable to tampering. This vulnerability not 
only threatens the credibility of drone operations 

but can also lead to misguided decisions based 
on altered data. Blockchain, with its immutable 
nature, offers a safeguard against this. Each data 
point, once recorded onto the blockchain, 
becomes nearly impossible to alter without 
leaving a clear, detectable trail [11]. This 
assurance of data integrity ensures that 
surveillance data remains pure and untouched, 
establishing a level of trustworthiness previously 
unattainable with conventional storage methods. 
Moreover, as the skies become increasingly 
crowded with drones from various manufacturers 
and operators, discerning the origin of any given 
piece of data becomes crucial. It's not enough to 
know what the data conveys; stakeholders must 
also be certain about which drone captured it and 
whether the data's source is credible. 
Blockchain's transparent and verifiable nature 
caters precisely to this need. Each drone can be 
equipped with a unique cryptographic identifier. 
Every piece of data it captures can be recorded 
onto the blockchain with this identifier, ensuring 
that the origin is always traceable. This level of 
data authentication is pivotal in instances where 
the source of the information can influence 
decision-making processes, like in defense or 
environmental monitoring operations. 

1.2 Main contributions and novelty 

 This research introduces a groundbreaking 
approach to drone management using 
blockchain. This novel model breaks away 
from traditional management systems, 
highlighting blockchain's potential in real-
world applications. 

 We provide a comprehensive evaluation matrix 
that not only assesses efficiency but also 
focuses on aspects like security, cost, and 
data integrity. This broad perspective offers 
an enriched understanding, critical for 
potential applications in diverse sectors. Our 
exploration reveals invaluable insights into 
the capabilities of blockchain in ensuring data 
protection and thwarting security breaches. 
The focus on data integrity showcases the 
robustness of decentralized systems. 

 By comparing centralized and decentralized 
systems, our research provides a clear 
economic analysis, underlining the 
advantages and potential pitfalls of both 
structures. This comparative study offers 
pivotal guidance for future technological 
investments. The study emphasizes the 
importance of privacy requests within the 
blockchain framework, advocating for user 
trust and highlighting blockchain's pivotal role 
in safeguarding personal data. 

 As a beacon in the rapidly evolving intersection 
of blockchain and drone management, this 
study sets the stage for subsequent 
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explorations, catalyzing further innovations. 

By consolidating myriad insights into a 
cohesive study, our research offers a 
comprehensive understanding, empowering 
stakeholders, and researchers to harness the 
potential of blockchain in drone management and 
beyond. 

However, while ensuring data integrity and 
authentication, there arises a potent concern 
about privacy. Drones often capture information 
in broad swathes, and this can inadvertently 
include sensitive or private information. In the 
wrong hands, such data can be exploited, leading 
to privacy breaches. Blockchain offers an 
ingenious solution in the form of smart contracts. 
These self-executing contracts, with the terms of 
the agreement directly written into lines of code, 
can control access to data. By setting predefined 
criteria in these smart contracts, permissions can 
be granted or revoked based on the identity of 
the person or entity trying to access the data. For 
instance, a drone capturing urban traffic patterns 
might also capture footage of private properties. 
A smart contract can ensure that urban planners 
accessing the traffic data do not get access to 
footage of private properties, thereby ensuring 
data privacy. This meticulous control over data 
access not only safeguards privacy but also 
establishes a system where data permissions are 
transparent, traceable, and tamper-proof. 
Furthermore, in instances where multiple 
agencies or entities need to collaborate using 
drone surveillance data, smart contracts can 
automate access based on mutual agreements. 
Instead of manual permissions, which can be 
time-consuming and error-prone, smart contracts 
can be executed automatically when certain 
conditions are met, streamlining data sharing and 
collaboration. 

2. PROBLEM STATEMENT 

In today's digital age, drone surveillance has 
emerged as a crucial tool across various sectors, 
from urban management to border security.  
 

However, the authenticity and security of the 
voluminous data collected by drones remain a 
pressing concern. Many centralized storage 
systems are vulnerable to breaches, tampering, 
and unauthorized access. This compromises the 
reliability and trustworthiness of the surveillance 
data, rendering its potential benefits moot. There 
is an urgent need for a robust, decentralized 
system that can not only store vast amounts of 
data efficiently but also ensure its veracity and 
integrity. Without such a solution, the credibility of 
drone-generated insights remains in question, 
posing challenges for stakeholders relying on this 
data for decision-making. 

3. PROPOSED MODEL 

Our proposed model synergistically combines 
drone surveillance with blockchain technology. 
Leveraging decentralization, it distributes data 
across multiple nodes, reducing single-point 
vulnerabilities and enhancing data integrity. 
Drones, once registered, receive unique 
cryptographic identifiers, ensuring source 
traceability. While raw data is stored in off-chain 
repositories, on-chain cryptographic hashes 
guarantee data authenticity. Smart contracts 
autonomously manage data access, ensuring 
both transparency and confidentiality. Moreover, 
by incorporating Zero-Knowledge Proofs, our 
system provides data validation without 
compromising privacy. This innovative fusion not 
only augments the technological prowess of 
aerial surveillance but also embeds it with 
unparalleled security and privacy safeguards. 

 
3.1Drone Identity Management 

The heart of ensuring authenticity in any 
surveillance operation begins at the source – the 
drones. Within our proposed architecture, each 
drone, Before its maiden flight, is registered on 
the blockchain. This registration process 
encapsulates the drone's key specifications, 
operational capabilities, manufacturer details, 
and other pertinent metadata. Post-registration, a 
unique cryptographic identifier is assigned to 

Table 1 - Comparison - Proposed Model vs Previous Models 

Ref. Surveillance 
User 

Insights 
Audit 
Trail 

Data 
Safeguard 

Decentralized 
Tech 

Data 
Analytics 

Anomaly 
Detection 

Blockchain 

[12] ✔ ✘ ✘ ✔ ✘ ✘ ✔ ✘ 

[13] ✔ ✘ ✘ ✔ ✘ ✘ ✔ ✘ 

[14] ✔ ✘ ✘ ✔ ✘ ✘ ✔ ✘ 

[15] ✔ ✘ ✘ ✔ ✘ ✘ ✔ ✘ 

[16] ✘ ✔ ✘ ✔ ✔ ✘ ✘ ✔ 

Proposed 
Model ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
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each drone. This identifier serves a dual purpose: 
acting as a beacon for the drone's identity and as 
a watermark for the data it collects. This ensures 
that not only is each drone distinctly identifiable 
on the blockchain, but any data it captures is 
intrinsically tied to its identity, ensuring 
traceability. 

 
Figure 1 – Proposed Model 

 
3.2 Data Collection and Storage 

Given the large amount of data (D) that drones 
can produce, storing all this data directly on a 
blockchain is not practical. The architecture 
suggests a mixed storage method. Let us denote 
the raw surveillance data as Draw, which is stored 
in off-chain repositories optimized for handling 
large volumes of data, Roff−chain. On the other 
hand, a cryptographic hash function H is applied 
to Draw to produce a hash value h=H(Draw), which 
acts as a digital fingerprint of the data. This hash 
ℎ is then stored on the blockchain, Bon−chain. This 
setup ensures two key benefits: 

Fast data retrieval from optimized off-chain 
databases, Roff−chain, due to their design for 
handling large datasets. 

Assurance of data integrity through on-chain 
hashes, Bon−chain, which means the data has not 
been tampered with. 

If there is an attempt to tamper with the off-
chain data, resulting in ′Draw′, a new hash 
h′=H(D’raw) will be produced. Since h′/h, this 
discrepancy between the altered data's new hash 
ℎ′ and the original hash ℎ stored on the 
blockchain will indicate tampering. This can be 
represented as: 

 
If, D’raw / Draw⇒ H(D′raw)=h′ / h=H(Draw) 

 

This equation flags any inconsistency, ensuring 
the integrity of the data. 

 
3.3 Smart Contracts for Data Access Control 

To strike a balance between accessibility and 
confidentiality, the architecture proposes the use 
of smart contracts. These programmable 
protocols set conditional rules for data access. 
For instance, a wildlife research organization 
seeking data on animal movements may be 
granted access to drone footage from protected 
forests, but the same data might be restricted for 
public access due to privacy considerations. 
These conditions, once defined in the smart 
contract, execute autonomously, eliminating 
manual intervention and reducing the potential for 
human error. As these contracts are on-chain, 
their actions are transparent, immutable, and 
auditable, ensuring robust data access 
governance. 

 
3.4 Data Verification and Auditing 

In an environment where decisions are often 
made based on drone data, verification of this 
data's integrity is paramount. The architecture 
integrates a two-fold verification mechanism. 
Firstly, the previously mentioned on-chain hashes 
act as an immediate point of verification. Any 
entity accessing the off-chain data can generate 
a hash of the accessed data and compare it 
against the on-chain version. Any discrepancy 
suggests potential data tampering. Secondly, for 
more granular auditing, especially in scenarios 
where there are allegations or suspicions of data 
compromise, the architecture supports a 
decentralized verification process. Select nodes 
on the blockchain network can be invoked to 
perform thorough data audits, comparing real-
time drone data with stored data, ensuring that 
the sanctity of the surveillance data is always 
upheld. In essence, this architecture, grounded in 
blockchain principles, seeks to elevate drone 
surveillance operations to new echelons of 
reliability, authenticity, and security. By 
interweaving drones' capabilities with 
blockchain's robust features, we pave the way for 
a future where aerial surveillance is not just 
advanced but also unquestionably trustworthy. 

 
3.5 Security Implications 

In our current model, we harness the 
advantages of a decentralized approach over 
traditional centralized systems. Centralized 
systems, while streamlined in certain scenarios, 
often pose inherent risks. They present a single 
point of failure, where a cyber-attack might 
jeopardize the whole data set. In contrast, our 
decentralized methodology distributes this risk 
across multiple nodes. Breaching our system 
necessitates a nearly simultaneous compromise 
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of most of these nodes, a far more challenging 
endeavor. Directly stemming from the 
foundational properties of blockchain, our model 
inherently enforces data integrity. Once we 
record any data, alterations become almost 
unfeasible. In the realm of drone surveillance, 
this guarantees that the data remains untouched 
and authentic. Furthermore, our model 
meticulously tackles unauthorized access. At the 
core of the blockchain's structure are rigorous 
cryptographic principles, ensuring that every 
participant or node has unique cryptographic 
keys. Any data transaction or access mandates 
validation through these keys, providing a fortified 
defense against unwarranted intrusions. 
3.6 Privacy Considerations 

In the context of expansive drone surveillance, 
privacy concerns are significant due to the 
potential for drones to inadvertently capture 
images or data outside their intended scope, 
risking intrusion into private or sensitive areas. To 
address these concerns within our framework, we 
implement anonymization strategies prior to 
anchoring data on the blockchain. Let us define 
the process of capturing data by drones as 
(C(D)), where (D) represents the data captured. 
Our anonymization process, denoted as (A(D)), 
may include operations such as selective blurring 
((B)), metadata redaction ((M)), or the application 
of algorithms (Alg) designed to remove 
identifiable markers, transforming (D) into (Danon): 

 
Danon = A(D) = B(M(Alg(D))) 

 
This transformation ensures that the utility of 

(D) is preserved ((Util(Danon) ≈ Util(D))) without 
compromising privacy. 

A crucial technology we integrate is Zero-
Knowledge Proofs (ZKPs), a cryptographic 
method allowing a prover (P) to convince a 
verifier (V) of the truth of a statement (S) without 
revealing any information beyond the validity of 
(S). In the formula:  

 
ZKP: P→V(S) without revealing Danon 

 
Applied to drone surveillance, ZKPs enable 

confirmation of specific events captured by 
drones without disclosing the actual data 
captured (Danon). This is particularly valuable for 
verifying events or conditions without 
compromising the data's confidentiality. 

Furthermore, we utilize protocols akin to ZKPs 
to facilitate differentiated access to data. This 
allows an entity to verify certain aspects of the 
metadata (Meta(D)) or confirm the authenticity of 
footage (Auth(F)) without direct access to Danon. 
The equation for this controlled access can be 
represented as: 

 

CA:V(Meta(Danon)) and V(Auth(Fanon

)) without accessing Danon 
 

This layered approach to data access ensures 
the integrity of data (Integrity(Danon)) while 
prioritizing privacy, aligning with the principle: 

 
Integrity(Danon)+Privacy(Danon)→Trust 

 
By integrating these mechanisms, our model 

not only advances the technological capabilities 
of drone surveillance but also aligns it with robust 
security and privacy standards, heralding a new 
era of surveillance where technology meets 
stringent privacy and security requirements. 

 
3.7 Case studies 

3.7.1. Urban Surveillance 

In the bustling milieu of smart cities, effective 
surveillance plays a pivotal role. Our proposed 
model finds profound applicability here. For 
instance, in traffic management, drones capture 
real-time vehicular flow, feeding this data to the 
blockchain-backed system. The system's 
decentralized nature ensures traffic data remains 
unaltered, aiding in dynamic traffic light control 
and congestion prediction. Similarly, for law 
enforcement, incidents captured by drones 
receive cryptographic stamps, verifying the 
incident’s authenticity. This aids officers in 
making informed decisions based on indisputable 
evidence, thereby enhancing urban safety and 
efficiency. 

 
3.7.2. Environmental Monitoring 

The fragility of our ecosystems necessitates 
vigilant monitoring. Drones, soaring over forests 
or wildlife habitats, capture invaluable data. But 
the question arises: How can one ensure the 
legitimacy of this data? Our system steps in here. 
Whether it's observing shifts in forest canopies or 
tracking migratory patterns, the integration of 
blockchain validates the data's authenticity. Each 
recorded observation is cryptographically hashed 
and stored, creating a verifiable trail. 
Consequently, environmentalists and 
policymakers can rely on this data, knowing it is 
free from tampering and manipulation. 

 
3.7.3. Border Patrol and Defense 

Border regions demand rigorous surveillance, 
given their sensitive nature. Drones, providing 
aerial insights, are invaluable assets here. 
However, it is paramount that the data they 
capture remains incorruptible, especially given 
potential security implications. Our blockchain-
backed system ensures just that. As drones 
monitor terrains, movements, or potential threats, 
the surveillance data, once recorded, is virtually 
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immutable. This not only guarantees the integrity 
of intelligence gathered but also instills 
confidence in defense personnel, who can then 
strategize based on uncompromised insights. 
This fusion of technology thus buttresses border 
security to unprecedented heights. 

4. EXPERIMENTATION FRAMEWORK 

For the experimental framework, we anchored 
our infrastructure on a Linux ecosystem, 
considering its widespread adoption in the tech 
industry. The choice of Python 3.8 as our 
programming foundation was influenced by its 
extensive ecosystem and scalability. Within the 
Python environment, we integrated crucial 
blockchain-focused tools and packages to 
optimize the simulation phases. The system was 
enhanced with a matrix of virtual nodes, varying 
user types, and a spectrum of transaction 
models. We utilized diversified transactional 
records to recreate genuine blockchain 
interactions. To rigorously assess our setup, we 
introduced deliberate system challenges and 
evaluated potential weak points. Key 
performance indicators, including system latency, 
transactional throughput, and instances of 
security anomalies, were diligently tracked to 
derive actionable insights. 

5. SIMULATIONS AND RESULTS 

5.1 Block Verification Simulation 
In our exploration of blockchain's integrity, we 

undertook a Block Verification Simulation. 
Through recalculating and matching hashes for 
each block against its original, we aimed to 
authenticate the blockchain's verification process. 
Our findings were compelling, revealing that 
99.8% of blocks retained their original hash. The 
minor 0.2% discrepancy led us to discern 
external data tampering efforts, emphasizing the 
need for robust security protocols.  

 
Figure 2 – Block Verification 

 
1) Drone Activity Monitoring 

The vitality of equal representation in data led us 
to simulate drone activity within our blockchain 
model. By charting data entries against each 
drone ID, we aimed to discern any uneven data 
contributions. The resulting dataset portrayed an 
equitable distribution among drones, thus 
ensuring a diverse and comprehensive data 
landscape. This parity underscores the fairness 
of our system and its resilience against potential 
data monopolization. 

 
Figure 3 – Drone Activity Monitoring 

 
5.2 Data Access Requests 

The blockchain's functionality was further 
tested by gauging its response to data access 
requests from drones. Every drone, based on a 
specific set of parameters, made access requests 
that were either granted or rebuffed.  

Surprisingly, an 87% success rate emerged, 
highlighting that most drones conformed to the 
data access criteria. This result attests to the 
blockchain's stringent yet efficient data access 
governance. 

 
Figure 4 – Data Access Requests 

 
5.3 Privacy Requests Analysis 

We checked how many times people asked for 
privacy on our blockchain system. By counting 
these requests in each block, we found out they 
are getting more frequent over time. This shows 
that people are becoming more concerned about 
keeping their data private.  

It also means our blockchain system is doing a 
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good job of handling these privacy requests. 
Essentially, if we use P(t) to represent privacy 
requests at time t, we notice P(t) increases with t, 
indicating a rising interest in data privacy.  

This can be represented as: 
 

(P(t+1)>P(t)) 

 
Figure 5 – Privacy Requests Analysis 

 
5.4 Block Verification Time Assessment 

Operational efficiency is paramount in 
blockchain's real-world applications.  

 
Figure 6 – Block Verification Time Assessment 

 
To this end, we measured the duration each 

block took for verification. Impressively, the 
average time hovered around a consistent 28 ms, 
indicating the system's steadfast performance 
and suggesting its suitability for time-sensitive 
operations. 
 
5.5 Centralized vs. Decentralized Access Time 

A direct comparison of centralized and 
decentralized access times offered illuminating 
insights.  

 
Figure 7 – Centralized vs. Decentralized Access 

Time 
 

By accessing random blocks in both systems 
and timing them, the decentralized architecture 
showcased its prowess by being 40% faster. This 
finding not only bolsters the case for 
decentralized models but also hints at their 
transformative potential. 
 
5.6 Security Breach Attempts 

Security remains at the forefront of our 
concerns. Through deliberate breach attempts on 
the system, we gauged its robustness. The 
findings were heartening for proponents of 
decentralization: the decentralized framework 
registered 80% fewer breaches than its 
centralized counterpart, underscoring its fortified 
security measures. 

 
Figure 8 – Security Breach Attempts 

 
 
 
5.7 System Costs Analysis 

Economic viability is as crucial as technological 
proficiency. Our analysis of both centralized and 
decentralized systems' operational costs 
revealed a significant cost-saving potential with 
the latter. Decentralized architecture, during our 
monitoring period, showcased a commendable 
30% reduction in operational expenditures. 
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Figure 9 – System Costs Analysis 

 
5.8 Data Integrity Violations 

Ensuring the sanctity of data is a cornerstone 
of any data-driven system. In our endeavor, we 
scrutinized blocks for any post-entry alterations. 
The results tilted overwhelmingly in favor of the 
decentralized model, which reported staggering 
90% fewer instances of data integrity violations. 

 
Figure 10 – Data Integrity Violations 

 
This rigorous simulation and result analysis 

reiterate the profound advantages of 
decentralized blockchain systems. From security 
to cost efficiency, the myriad benefits underscore 
the transformative potential of integrating cutting-
edge technology like drones with robust platforms 
such as blockchain. 

6. CONCLUSION 

In this multifaceted exploration into the 
convergence of blockchain technology with drone 
operations, a vivid landscape of innovation, 
security, and efficiency has emerged. The in-
depth simulations underscored the robustness of 
decentralized systems, which consistently 
outperformed centralized counterparts in multiple 
parameters, including security, operational 
speed, and cost efficiency. Our delve into block 
verification highlighted the innate security 
features of blockchain, almost completely 
preventing data tampering. The equal 

representation of drone data within the 
blockchain reinforced the system's fairness and 
resistance against potential data monopolies. 
The increasing trajectory of privacy requests 
observed serves as a testament to the growing 
importance of individual data rights, and the 
capability of our system to address these 
evolving needs. Furthermore, the comparative 
study between centralized and decentralized 
systems solidified the superiority of the latter. 
With faster access times, fewer security 
breaches, and reduced operational costs, the 
decentralized approach emerges as a paragon of 
contemporary data management systems. 

However, beyond the empirical evidence, this 
study underscores a broader narrative. As we 
navigate a rapidly digitizing world, the fusion of 
technologies like drones and blockchain presents 
a transformative potential. Leveraging such 
synergies not only offers operational benefits but 
also charts a course for more secure, 
transparent, and efficient systems in the future. 

7. FUTURE WORK 

Expanding on our blockchain framework for 
drone surveillance, our upcoming endeavors will 
concentrate on real-time evaluations via 
advanced algorithms, implementing next-
generation security measures, and promoting 
cohesive communication among drone groups. 
Additionally, synergizing with interconnected 
devices in smart cities will be a pivotal area of 
exploration. 
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 
Abstract: Phishing remains a pervasive 

cybersecurity threat, leveraging social engineering 
and technological deception to obtain sensitive 
information and credentials. This research 
explores novel attack paths employed by 
sophisticated adversaries, focusing on the 
identification and analysis of emerging tactics to 
enhance understanding and awareness of evolving 
phishing threats. The study uncovers various 
attack vectors, including the impersonation of 
reputable entities and the exploitation of legitimate 
platforms for malicious purposes. Notably, it 
highlights the increasing prevalence of document-
based and social media-based phishing 
campaigns, underscoring the adaptability of 
attackers in exploiting diverse channels to deceive 
users. Furthermore, the research evaluates the 
effectiveness of current countermeasures and 
proposes actionable strategies to mitigate 
phishing risks for organizations. 
Recommendations include strengthening email 
protection measures, implementing robust web 
filtering systems, and conducting simulated 
phishing campaigns to enhance employee 
awareness. By providing insights into emerging 
attack paths and practical recommendations, this 
research contributes to the ongoing efforts to 
combat phishing threats and strengthen 
cybersecurity resilience. The findings underscore 
the critical importance of proactive measures and 
continuous vigilance in safeguarding against 
evolving cyber threats in today's dynamic digital 
landscape. 
 

Index Terms: Cyberattack, email gateway, 
exploitation, identity theft, phishing, PII, spam, 
spoofing, user credentials.  

1. INTRODUCTION 

N contemporary cyberspace, the pervasive 
threat of phishing looms large, representing a 

significant challenge to the security of individuals  

 
Manuscript received October 4, 2023.  
M. A. Shah is associate professor with Department of Computer 

Networks and Communication, King Faisal University, Saudi 
Arabia., Pakistan (e-mail: mashah@kfu.edu.sa). 

A. Ghafoor is with the Department of Computer Science, 
COMSATS University Islamabad, Islamabad, Pakistan (e-mail: 
azharghafoor39@gmail.com ). 

B. Zaka and S. Nawaz are with the COMSATS University 
Islamabad, Islamabad, Pakistan  

 
and organizations alike. Phishing, a form of 
cybercrime that utilizes a combination of social 
engineering techniques and technological 
deception, aims to fraudulently obtain sensitive 
information and credentials from unsuspecting 
users [1]. This insidious tactic typically involves 
the creation of deceptive communication 
channels, such as fraudulent emails, websites, or 
messages, which mimic legitimate entities or 
services to deceive victims into divulging 
confidential information [2]. 

 
 

Fig. 1.  Basic flow of phishing attack 

The evolution of phishing attacks has been 
marked by increasing sophistication and 
diversification, driven by the relentless ingenuity 
of malicious actors seeking to exploit 
vulnerabilities in digital ecosystems [3]. From 
traditional email-based phishing campaigns to 
more advanced techniques involving document-
based and social media-based vectors, the 
landscape of phishing continues to evolve, 
presenting formidable challenges for 
cybersecurity practitioners [4]. 

At the heart of the phishing phenomenon lies 
the inherent vulnerability of human psychology to 
manipulation and deception. Cybercriminals 
leverage psychological principles and cognitive 
biases to craft convincing phishing messages 
that elicit desired responses from their targets [5]. 
By exploiting factors such as trust, authority, 
urgency, and fear, phishing perpetrators 
effectively bypass traditional security measures 
and exploit human fallibility to achieve their 
nefarious objectives [6]. 

In response to the escalating threat posed by 
phishing attacks, organizations are compelled to 
adopt proactive measures to enhance their 

Discover and Automate New Adversarial 
Attack Paths to Reduce Threat Risks  

for The Security of Organizations 

Ghafoor, Azhar; Shah, Munam Ali; Zaka, Bilal; and Nawaz, Muhammad 

I

53



 

cybersecurity posture and mitigate associated 
risks [7]. This necessitates a comprehensive 
understanding of the diverse attack vectors 
employed by cybercriminals, as well as the 
development and implementation of effective 
countermeasures to thwart phishing attempts [8]. 

TABLE I.  Evolution of phishing attacks 

Year Detail Year Detail 

1996 
First time term 
“phishing” was 
used 

2009 
Chat in the middle 
phishing attack 

1997 
Alerts about 
phishing attacks 

2011 
Phishing attack on 
Xbox users 

2001 
Use of spam 
messages foe 
phishing attack 

2016 
500% increase in 
phishing attacks 

2003 
Use of spoofed 
domains for 
phishing 

2018 
More than 138 
thousand phishing 
sites were detected 

2005 
Use of spear 
phishing 

2020 
Top targeted country 
was USA, 74% 

2006 Vishing attack 2021 
Vishing has raised 
550% 

 
This research paper endeavors to contribute to 

the ongoing discourse on phishing cybersecurity 
by conducting a systematic exploration of novel 
attack paths utilized by sophisticated adversaries. 
By examining emerging trends and previously 
unexplored tactics, this study seeks to enhance 
awareness of evolving phishing threats and 
provide actionable insights for bolstering 
organizational resilience against cyber threats [9]. 
Through an empirical analysis of real-world 
attack scenarios and a critical review of existing 
literature, this research aims to elucidate the 
multifaceted nature of phishing attacks and 
inform strategic approaches to mitigate 
associated risks. 

In the subsequent sections of this paper, we 
will delve into the intricate dynamics of phishing 
attacks, exploring various attack vectors, 
analyzing their implications for cybersecurity, and 
proposing effective countermeasures to mitigate 
phishing risks. By shedding light on the evolving 
landscape of phishing threats and offering 
practical recommendations for cybersecurity 
practitioners, this research aims to contribute to 
the advancement of knowledge in the field of 
cybersecurity and empower organizations to 
defend against the ever-present menace of 
phishing attacks. 

2. LITERATURE REVIEW 

Phishing is the act of sending a bogus e-mail 
(e.g., via a bulk mailer) to an individual or group 
of individuals in order to fool them into revealing 
sensitive information such as credit card 
numbers, logins, passwords, and so on. To earn 
the recipient's trust, the phony e-mail frequently 
closely resembles a legitimate organization [7]. 

Most security professionals believe that phishing 
is still a problem for most businesses [8][9]. 
According to the State of the Phishing Report 
[10], a study discovered that 76 percent of 
individuals who participated had been the target 
of phishing attacks, with smaller organizations 
more likely to fall victim, than larger firms [11]. 

 

Fig. 2. Different sources of phishing attacks 

Some researchers deploy multiple phishing 
techniques in certain places or nations solely to 
assess people's awareness of cybersecurity 
assaults and their consequences. As [12] states, 
the end user's vulnerability to phishing attacks 
should be determined utilizing three phishing 
assault simulations: SNP, clone, and email 
phishing. In [13], particular emphasis was given 
to analyzing the Nigerian environment, 
specifically how much individuals are aware of 
such forms of phishing attacks. As a result, this 
analysis discovered that Vishing and Smishing 
are the most common attack routes. A recurrent 
neural network called SNAP-R, which we 
demonstrate here, learns to tweet phishing 
messages to specific persons. The algorithm was 
trained using data from spear phishing pen 
testing [14]. To guard against social engineering 
attacks, an intrusion detection system is 
presented [15]. 

Many prior studies, on the other hand, focused 
on detecting phishing techniques. [16] developed 
a novel proactive defensive strategy based on 
email address mutation in the sender. In our 
system, the sending email address is frequently 
updated, and only trustworthy peers can 
authenticate it. Within the Splunk platform, [17] is 
developing a machine-learning model for 
detecting fake URLs. In addition, the SVM and 
Random Forests algorithms were trained to 
provide a method to avoid phishing on many 
platforms by using an image as a signature on 
the authentication page [18]. The sender leaves 
content-agnostic features in the structure of an 
email. Proposing a system based on these 
characteristics capable of learning profiles for a 
large number of senders and identifying 
fraudulent emails as deviations from those 
profiles [19]. 
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Fig. 3. Phishing Taxonomy 

All Internet and mobile device users are 
vulnerable to phishing attacks. One of the most 
common purposes of a phishing scam is to obtain 
sensitive information to steal money or the 
identity of the victim. Passwords, credit card 
numbers, and bank account information are just a 
few examples of what may be gained through 
phishing. Scammers also employ voice phishing 
to trick users into thinking they are dealing with a 
trustworthy firm or people. A detailed taxonomy 
diagram of phishing attacks is illustrated in Fig. 3. 

TABLE II.  Comparison Table Of Different Studies 

Ref/year Proposed Approach Limitation 

[7] 2021 
Friendly-natured 
whaling and regular 
phishing 

Lack of adversarial 
approach 

[20] 2021 Adversarial emulation 
Regular phishing 
style 

[21] 2020 
Comparison of Whaling 
and Social Engineering 
Attacks 

No solutions 
provided 

[22] 2020 Explanation of phishing 
attacks 

Limited knowledge 
provided 

[23]2021 
Autonomy of phishing 
attacks 

Solutions were 
limited 

[24] 2020 Spear phishing 
Friendly natured 
campaigns 

[25] 2020 
Theoretical Spear 
phishing 

Not user-friendly 
approach 

[26] 2020 URL based phishing Lack of solution 

[27] 2021 Phishing comparison 
Lack of adversarial 
approach 

[28] 2018 
Theoretical spear 
phishing model 

Lack of 
implementation 

 
Criminals utilize social media phishing to lure 

users into falling for their scams through posts or 
direct messages. URL hijacking is a tactic that is 
used to catch users who fill in an incorrect 
website URL. The "clickjacking" technique takes 
advantage of a website's design flaws to insert 
covert capture boxes. At coffee shops and 
airports, evil twin attacks that imitate public Wi-Fi 
networks are common. Phishing in search engine 
results uses strategies to mislead search engines 
into presenting a phony website above the real 
one. 

Hackers employ phishing as one of their most 
efficient attack strategies [29]. Phishing assaults 
surged considerably in 2021 after doubling in 
2020, as remote employment made it more 
difficult for companies to verify their customers 
weren't victims. As a result, why are 
organizations still at risk of phishing in the year 
2022? This is due in part to the complexity of the 
assaults themselves. Attackers become 
increasingly creative in their efforts to get workers 
to hand over critical information or download 
dangerous documents. Phishing attacks, such as 
BEC, may be difficult to identify from legal emails 
because of previously collected data about a 
person, including that of a company's chief 
executive officer. As a result of these increasingly 
sophisticated assaults and the widely held belief 
that phishing is "simple to detect," many firms are 
expected to suffer a breach. Employees must be 
taught how to spot phishing attacks utilizing 
contemporary strategies and how to report 
phishing assaults as soon as they suspect 
they've been targeted, as well. 

3. DISCOVERED ATTACK PATHS 

 
Fig. 4. Flow diagram of phishing attack 

Phishing attacks are becoming more and more 
severe with time for organizations as attackers 
develop new strategies to overcome the 
precautionary measures taken by the 
organizations. Attackers accomplish their 
malicious objectives by exploiting vulnerabilities 
in systems or discovering opportunities. Among 
them are exploring the free services that are 
trustworthy or creating own services. In this 
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paper, we will explore some of the use cases that 
attackers make use of for such purposes. Fig. 3, 
explains the proposed approach that how 
attackers successfully send malicious 
attachments, URLs, and messages by bypassing 
the security controls such as sandbox analysis of 
attachments or malicious links detection. 

2.1 FoolProof Email Spoofing 

There are many different websites used for 
various kinds of services such as social media, 
magazine publishing, e-commerce services, 
portfolios or representing governmental 
ministries. Users are allowed to share their 
thoughts in numerous ways such as by 
commenting on the post, sharing it with other 
friends, liking it or saving it to check it later on. 
Websites allow users to share posts either by 
using social accounts or by email. Most of the 
users prefer to use an email-sharing option as 
they can easily share the post without the need to 
log into the account. Although this was designed 
to assist the users but unfortunately proved to be 
an opportunity for hackers. Countless websites 
are purposefully designed to use them for 
sending phishing emails such as emkei.cz, 
endanonymousemail.net, and deadfake.com are 
a few examples. Although they are free to use, 
attackers avoid them because they are not well-
reputed in the sense that simple email security 
controls can easily detect them and move them 
to the spam folder [30].  

Fig. 4 conveys the whole idea in an easy-to-
understand manner of how attackers use a 
legitimate service for their malicious purposes. 
Attackers construct such an email that feels to be 
authentic and undetectable. From the figure 
above it is seeable that attackers are spoofing 
Google’s email and pretending it is a real email. 
This helps them bypass the email security control 
that checks for malicious links. So, when such 
links are successfully bypassed from security 
checks, email is directly moved to the inbox of 
the victim.  

According to a report from Verizon, 25% of all 
data breaches involved phishing attacks and 85% 
of attacks became successful because of lack of 
knowledge. Further in another report from 
Terranova Security, statistics revealed that more 
than 20% of employees clicked on phishing links 
while 67.5% were those who entered their 
credentials. From these statistics, it became 
certain that when an email reaches an inbox, 
there is a strong chance that victims will not be 
able to differentiate it from the normal email. So, 
if the user clicks on the link, there are so many 
things that could be done by the hackers. They 
can steal information, ask for ransom or in the 
worst cases they may also make a persistent 
connection to conduct harmful activities in the 

future. 
 

 
Fig. 5.  Foolproof email spoofing  

to send phishing emails 

Misconfigured websites that do not consider 
vulnerable sides while integrating such attributes 
are not only harmful for their businesses but also 
for other users. If websites belonging to 
governments have such vulnerable attack paths 
where attackers can easily send spoofed emails 
to the officials from their websites, then loss may 
be unbearable and in the worst cases may cause 
reputational damage.  

Phishing comes in various ways and has fatal 
consciences so one must pay attention to these 
attacks. Organizations must go for proper 
penetration testing from experienced red teamers 
to discover and mitigate such vulnerable attack 
paths. Education is also a prime factor in the 
success of these attacks, so more attention is 
needed on the training side. Different studies 
have shown proven results of such investments 
as the number of attacks was reduced to few. 
Various phishing detection security controls must 
be purchased and added to the emails and these 
kinds of attacks could be stopped or lessened 
somehow. Another solution could be whitelisting 
senders to allow only a limited number of users to 
send emails, but it is not an appropriate solution 
because you have to deal with your customers. 

2.2 Spoofed Domain 

Intruders create a domain that appears to be 
genuine but is a clone of the original. They might, 
for example, use this to create a clone of the 
original site and send bogus emails to catch 
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victims [31]. By providing the bogus URL to ad 
exchanges, they are misled into paying for space 
on the spoofed site rather than the real site. 

 

Fig. 6. How attackers spoof domains 

Hackers spoof domains by developing a 
realistic-looking phony website to trick users into 
thinking it is the authentic domain of well-known 
companies or personalities. They develop a 
duplicate domain that is so convincing that no 
one can tell it's not a real domain at first sight. 
They utilize a double "v" instead of a "w" or a "I" 
instead of a "l" to make it harder to be 
differentiated from the genuine one.  In some 
cases, they simply change the TLDs (top-level 
domain), such as from ".net" to ".com" etc. As a 
result, when something is shared with users from 
these sites, they are easily duped and, in most 
cases, open attachments or click on URLs. 
These faked domains are the primary source of 
propagating malware, trojans, or creating bot 
networks by establishing a permanent connection 
in response to visitors clicking on malicious links 
or downloading attachments, resulting in a DDoS 
attack. 

Domain spoofing is also used to carry out 
additional assaults, such as launching a phishing 
campaign, exchanging malicious documents, or 
requesting individuals to reveal their credentials, 
such as enticing them to obtain a reward by 
entering the malicious webpage, and so on. This 
is evident in Fig. 5, which depicts how this attack 
vector makes the attack more lethal and 
increases the likelihood of success of attacks. 
Although these are very hard to detect, some 
precautions could help in stopping them. One 
must carefully observe the domain name by 
hovering the mouse on the links that are sent in 
an email before clicking on them, should open 
attachments in a sandbox, and check whether 
domain names are real, or they have something 
changed in them, for example, attackers may use 
‘Í’ instead of ‘l’ etc. Users must also check email 
headers to see whether the person claiming to be 
the sender is a real or spoofed identity. They 
must also make sure that links do not lead to 
subdomains or any other websites.  In Chrome 
and Brave browsers, there is a padlock in the 
address bar, if it is green then the link you are 
visiting is secure, if there is a red crossing line 
over the lock then you must not trust it as it is not 
a secure site and may lead to harmful pages. 
1) Domain Spoofing to Create Spoofed Emails: 
When an attacker uses a legal website's domain 

to set up a phony email account, this is known as 
email spoofing.   Phishing attempts frequently 
make use of email spoofing as a tactic. Using a 
fake domain name, an attacker can fool users 
into believing that phishing emails are genuine. In 
general, an email that appears to be from 
someone in the company is more reliable than 
one from an unidentified third party. The goal of 
the phishing attempt could be to persuade users 
to visit a certain website, download malware, 
open a dangerous email attachment, enter 
account credentials, or transfer funds to an 
attacker-controlled account. It is not uncommon 
for emails to contain links to fraudulent websites 
that require the login and password of the 
targeted account to be obtained through website 
spoofing. 
 
2) Domain Spoofing for Ads: To conceal the true 
source of traffic to their websites, ad fraudsters 
duplicate the domain names of the websites they 
manage and then auction them off with the help 
of advertisers. As a consequence, the display 
ads appear on a website that is less suited than 
the one specified by the marketers. 
 

 
Fig. 7.  Spoofed domain-making phishing attempts  

are more successful 

2.3 Phishing Documents 

According to Palo Alto Networks during the 
years 2019 - 20, a huge increase of 1160% was 
recorded in the use of PDF files containing 
malicious code hidden in them. They were being 
transferred using different social media platforms 
such as LinkedIn, the top-used brand, and the 
other prime sharing mediums were email, 
malicious links, or licks on embedded links in 
those files. PDF files have been observed as the 
most interesting and luring attack vectors as they 
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work in multiple platforms irrespective of the type 
of operating system. 

 

Fig. 8.  Document-based attack chain 

Malicious documents do not only come from 
PDF files, but they also range into multiple 
classes such as Word documents, Excel sheets, 
Images containing hidden links, Audio files etc. 
Each type of document has its benefits and 
drawbacks, but still, they are highly useful for 
attackers in abusing the vulnerable paths. 
Attackers also know only a small fraction of users 
update their office suite, so if any hack has been 
released it becomes handy to exploit them on 
unpatched suites. Microsoft Office utilities by 
default have options of adding macros where 
attackers usually place malicious code that can 
easily bypass security controls such as any 
antivirus or XDRs. If they as AV-bypassed it 
means they can run without any restriction and 
can do what they are crafted. In most cases, 
attackers try to have a reverse shell from the 
victim to maintain a persistent connection to have 
better control and know about the personal data 
present in the system [32]. 

Attackers craft such a malicious document that 
when a user simply opens the document, the 
code embedded starts its execution in the 
background. Recently, a zero-day was 
discovered in a Microsoft Word application that 
enables hackers to gain access to victims without 
the need for any actions. Researchers from 
Huntress have validated the most recent zero-
day exploit, which exploits the diagnostic tool via 
an infected Microsoft Word document. The 
standard security alerts are not generated 
because the malicious file does not require 
macros. If the infected document is in RTF 
format, the script executes without the file 
needing to be opened in the Preview Tab of 
Internet Explorer. Instead, MSDT is used to pre-
load the file if someone clicks or hovers over the 
payload to activate it. Further, if an attacker 
exploits this weakness correctly, it can execute a 
malicious script with the caller application's 
permission.  

Antivirus must never be disabled. The auto-
update option must also be enabled to 
automatically install new patches. As we cannot 
see what this document does by simply hovering 
over the mouse, so directly opening the 
documents, particularly from unknown senders 

must be prohibited. We should submit these 
documents to any of the freely available 
sandboxes such as cuckoo, cert, or virus total. If 
the file is safe, you can open it, but always keep 
in mind that if the content of the file does not 
need to be updated, deleted, or somehow 
needed to be copied, then do not click on ‘enable 
editing’ or ‘enable content’ options. Seminars and 
events must be organized by the organizations to 
guide them about new scam methods and 
precautionary measures. 

4. EFFECTIVE COUNTERMEASURES 

Most phishing attempts are effective because 
they are difficult to detect by both users and 
security systems. Even though hackers are 
finding new ways to get around security systems, 
there are still ways to secure ourselves, our data, 
and our organizations [33]. Here are a few mostly 
used security aspects suggested by top 
cybersecurity researchers that help in avoiding 
phishing attacks and spoofing. 

 
Fig. 9. Anti-phishing solutions 

4.1 Email Protection 

Secure Email Gateways are the first line of 
defence against phishing, removing potentially 
damaging and malicious emails from user 
mailboxes and isolating them. A good email 
gateway filters out potentially hazardous 
hyperlinks and attachments, and also 99.99 % of 
junk mail. As a result, they perform a significant 
role in preventing phishing emails from reaching 
clients. Email gateways also inform organizations 
when accounts are breached, preventing 
assaults on business email accounts and the use 
of hacked accounts to send misused or phishing 
emails to enterprises. Cloud email security 
safeguards mailboxes from intruders by utilizing 
machine learning and artificial intelligence to 
detect such messages. Furthermore, they use 
antivirus to scan and identify email threats. On 
detecting any harmful email, they trigger warning 
flags on those emails to alert users that they may 
be harmful or will delete them from the network 
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based on administrator-defined policies.  

4.2 Protection Against Web Spoofing 

Web filtering is a technique that effectively 
prevents customers from visiting websites 
flagged as phishing or spam websites. Many 
companies provide intelligence about such 
websites as they have developed various artificial 
intelligence-based models that help them know 
the maliciousness of the sites by examining their 
pages against many parameters. Using this 
information, organizations can make policies to 
prevent users from visiting such websites and 
submitting their important details. It is also real 
that stopping users from visiting harmful websites 
is crucial for organizations as they mostly use 
VPNs or proxies to bypass the restrictions. Users 
mostly visit such websites to download paid 
software for free, to download cracks, download 
other kinds of prohibited content such as videos, 
audio, or books etc. On such websites, there are 
many ads, and they unknowingly click on them, 
and this thing usually opens a new tab leading to 
some information stealing software or displaying 
some unpleasant content hosting websites. So, 
to overcome all such scenarios advanced web 
filtering systems must be used as they perform 
both static and dynamic analysis of URLs and 
attachments to search websites for phishing 
indicators, even if they may not contain malicious 
content.  

4.3 Simulated Phishing Campaigns 

To combat phishing attempts, it is essential to 
test employees' ability to differentiate between 
legitimate and bogus emails. Administrators can 
use this information to figure out how dangerous 
phishing is for their whole organization and focus 
education efforts on the areas that need it most. 
It is not uncommon to find a platform that allows 
users to design and distribute their phishing-style 
email campaigns. Many of these businesses also 
offer security awareness education to enable 
their customers to spot phishing emails. 
Administrators, for example, can replicate 
phishing attempts on different target groups and 
assign varying degrees of difficulty to each group. 
Users who fail tests often should be easy to find 
and track down based on how often they fail [34].  

5. CONCLUSION 

Phishing remains one of the greatest threats to 
individuals and organizations in the public and 
private sectors. Gateway attacks can lead to 
identity theft, ransomware attacks, and denial-of-
service attacks. Unfortunately, the popularity and 
effectiveness of phishing are influenced by poor 
decisions, illiteracy, and lack of attention to detail 
of individuals. This paper gives an overview of 

the phishing problem and introduces the motives 
behind phishing and common attack vectors used 
in phishing attacks. We discussed different 
previously undiscovered attack vectors, and their 
implications, and provided solutions. This study 
was primarily concerned with identifying areas 
that an attacker could exploit by adopting their 
mindset. We performed various experiments to 
prove whether these attack vectors are important 
to discuss or not, and our findings proved to be 
right. In future research, we will try to explore in 
depth how these attack paths are being exploited 
by hackers and will try to provide a detailed 
comparison between various adversarial 
approaches. 
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Abstract: The Holy Quran has the utmost 
importance for the Muslim community, and to get a 
full reward, the Quran should be read according to 
the rules mentioned. In the past few years, this 
field has gained a lot of importance in the eyes of 
researchers who aim to automate the Quranic 
reading and understanding process with the help 
of Machine Learning and Deep Learning, knowing 
it has a lot of challenges. To date, there are a lot of 
research categories explored. However, still, there 
lacks a few holistic, including one detailed survey 
of all the categories and methodologies used to 
solve problems. We focused the paper on being a 
one-stop-shop for the people interested so they 
could find (i) all related information and (ii) future 
gaps in research. This paper provides a detailed 
survey on Deep Modeling for Quranic Recitation to 
address these challenges. We discussed all 
possible categories of speech analysis, including 
the most advanced feature extraction techniques, 
mispronunciation detection using Tajweed rules, 
Reciters and speech dialect classification, and 
implementation of Automatic Speech Recognition 
(ASR) on Quranic Recitations. We also discussed 
research challenges in this domain and identified 
possible future gaps. 
 
Index Terms: Speech Analysis, Feature Extraction, 
Mispronunciation Detection, Tajweed, Reciter 
Classification, Automatic Speech Recognition, 
Deep Learning 

1. INTRODUCTION 

OR millions of Muslims around the world, the 
Quran is of utmost importance as their Holy 
Book. The poetic recital in Quranic verses, 

known as “Tilawah,” is not only a means of 
promoting spiritual enlightenment but also a 
profound art that mesmerizes listeners with its 
rhythmic flow. The accurate recitation and its 
preservation have always been of the utmost 
significance to the Muslim world. Quranic 
recitation has traditionally been transmitted orally, 
preserving the art's most basic form. However,  

 
new options have opened to improve our 
comprehension of Quranic recitation and bring it 
to a broader audience using machine learning 
and deep learning. 

Because of its utmost significance in 
academics and research, researchers have 
continually investigated new approaches to 
improve the Quranic recitation experience and 
support its accurate preservation and meanings. 
The use of deep acoustic modeling techniques 
for Quran recitation is one topic that has recently 
attracted an immense amount of attention. 
Speech recognition, natural language processing, 
and deep learning have succeeded in many 
areas. In speech recognition and voice analysis, 
deep acoustic modeling uses complex neural 
networks for processing and evaluating acoustic 
data. Researchers aim to better understand the 
art of "Tilawah" by using these cutting-edge 
techniques for Quranic recitation. They also seek 
to increase the accuracy and robustness of 
current Quranic recitation recognition systems. 
This review aims for some understanding of the 
advancements made in the fields of Automatic 
Speech Recognition (ASR), contextualized 
classification in Quranic topics, improvements in 
the reading of the Quran using Deep learning, 
feature extraction techniques and their 
comparisons, reciter classification, Tajweed, 
Hijayah, Makhraj correction and classification 
based on the context as well. 

The objectives of this systematic literature 
review are as follows: 

 Present a comprehensive and current 
overview of the literature on deep 
acoustic modeling for Quranic recitation. 

 Describe the approaches, system models, 
datasets, and evaluating criteria used in 
the State-of-the-Art Research alongside 
their merits and shortcomings. 

Table 1: Existing Surveys Related to Deep Modeling in the Quran 

Year Ref. Topic(s) of the survey Primary findings of the survey 

2018 (1) 
Semantic Ontology for Quranic 

Knowledge 
Analyze different ontology methods for the Quran and 
highlight the gaps. 

2020 (2) 
Text Classification in Arabic 

Language 
Highlights different deep learning models that show the 
best accuracy for Arabic classification. 

Deep Acoustic Modelling for Quranic 
Recitation – Current Solutions  

and Future Directions 

Shakeel, Muhammad Aleem; Khattak, Hasan Ali; and Khurshid, Numan 

F
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2022 (3) Speech Genres in the Quran 
Highlights the kind of evidence that researchers should 
focus on while investigating genres and explains mistakes 
and problems that should be considered. 

2023 (4) NLP for Quranic Research 
NLP serves as a synthesis compendium of works that 
span speech recognition-based Qur’anic recitation 
correction to computerized morphological evaluation 

 
 evaluate the efficiency and performance of 

deep learning models for Quranic 
recitation assessment compared to more 
conventional methods. 

 Highlight challenges in existing State-of-
the-Art research and propose new 
directions in this domain. 

1.1 Existing Reviews 

Table 1 presents a comprehensive overview of 
existing review papers in the domain of Quranic 
knowledge, with a focus on topics such as 
ontology methods, text classification, speech 
genres, and the application of Natural Language 
Processing (NLP). Notably, these surveys 
broadly cover Artificial Intelligence without a 
specific concentration on a singular research 
domain. Through our critical analysis, we 
identified a significant research gap, particularly 
the lack of emphasis on acoustic modeling. 
This observed gap was a primary motivation for 
undertaking the current survey paper. Our 
objective was to address this limitation by 
focusing exclusively on the realm of acoustic 
modeling and its application in the recitation of 
the Quran. By narrowing our scope to target 
researchers actively engaged in the workings of 
acoustic modeling and Quranic recitation, we 
aimed to provide a specialized and in-depth 
exploration of this specific research domain. 
During our literature review within this focused 
domain, we observed a scarcity of recent and up-
to-date surveys. Existing surveys in this area 
were either outdated, unable to capture the 
emergence of recent works, or failed to address 
evolving issues within the field. This realization 
further fueled our motivation to contribute a timely 
and comprehensive survey that not only bridges 
the identified gap but also offers insights into the 
latest developments in the field of acoustic 
modeling for Quranic recitation. 

. State-of-the-art research investigates how to 
deal with this domain, as Rusli et al. (1) 
presented a semantic ontology for Quranic 
knowledge. They have delivered a detailed 
systematic review of how available Quranic 
ontology models are limited to domains like 
nouns, subjects, pronouns, antonyms, and 
Islamic knowledge in the Quran because they do 
not account for all concepts in the Quran. To give 
an in-depth evaluation of this field, the research 
seeks to find relevant research works from 
various electronic data sources. Their study 

thoroughly evaluated the literature pertinent to 
the current ontology models to spread an 
accurate understanding of the Quran utilizing 
semantic technologies. 
Wahdan et al. (2) presented a text classification 
for the Quran and Arabic language using deep 
learning models. They have focused on text 
classification techniques based on deep learning, 
including CNN, RNN, LSTM, etc. They have 
thoroughly analyzed system models of 12 
research papers related to the topic along with 
their accuracies and results, showing which 
model could work best for the purpose. They 
have also suggested which models to use to 
improve text classification. 

Devin et al. (3) presented different approaches 
to finding different speech dialects in Quranic 
Recitation. They have provided readers with 
basic guidelines for interpreting Qur'anic 
passages, emphasized the kinds of evidence that 
researchers should concentrate on while looking 
into genres/dialects, and discussed errors and 
pitfalls that should be considered in subsequent 
studies. Authors have suggested that distinctive 
words, phrases, and structures must all be 
carefully examined. Their debate emphasizes 
how specific dialect texts are incorporated into 
Surahs or more extended parts within Surahs. It 
demonstrates how the Qur'an references pre-
existing categories and alters and transforms 
them. 

Huzaifa et al. (4) presented how NLP can be 
used for Quranic research while focusing on 
Quranic commentaries and exegesis. They have 
induced NLP with speech recognition to improve 
Quranic recitation and showed that NLP methods 
aid in creating tools that make it easier for regular 
people to learn new things. Their studies provide 
an overview of the many Qur'anic NLP initiatives 
and serve as a synthesis compendium of works 
spanning the spectrum from automated 
morphological examination to speech 
recognition-based Qur'anic recitation correction. 

A comprehensive review of Deep Modeling for 
Quranic recitation will help the research 
community understand these concepts. However, 
the surveys mentioned in Table 1 still lag and 
face challenges researchers must investigate. 
However, these surveys mainly focused on NLP, 
Text Classification, and Semantic Ontology. 
That's where this paper comes in
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Figure 1:  Article Organization for Literature Review of State-of-the-Art Research 

 
to emphasize acoustic modeling and speech 
analysis in Quranic recitation. The sole focus of 
this review paper is to find research gaps and 
challenges the research community faces in 
speech recognition and Deep Learning modeling. 

1.2 Scope and Contribution 

The goal of this systematic review is to 
thoroughly evaluate the existing research using 
deep learning methods in the field of Quranic 
recitation. Significant contributions are made to 
deep acoustic modeling for Quranic recitation. 
The following are just a few of the significant 
contributions: 

 We present a thorough and integrated 
overview of the current state-of-the-art 
deep learning techniques to analyze 
Quranic recitation by methodically 
studying a wide range of research 
articles. 

 We discover new patterns and prospective 
fields for further research through 
analysis. Future researchers will gain 
insightful knowledge from this 
assessment of research gaps, which will 
help them develop state-of-the-art 
research ideas. 

 The methodology, statistics, and 
assessment metrics used in the papers 
are rigorously evaluated. This 
assessment will aid in comprehending 
the benefits and drawbacks of various 
approaches and offer suggestions for 
enhancing research methodologies. 

The following points suggest a need for a new 
survey or review despite numerous survey 
papers in the same field by various authors. 

 Our survey paper was focused on defining 
the techniques and methodology used by 
different authors for a specific field called 
“Deep Acoustic Modelling for Quranic 
Recitation” which eventually means that 
we focused on the SOTA papers that use 

only “audio samples” for training of 
Quranic data, which ultimately means 
that the survey paper is specifically for 
the target audience who are interested in 
audio data training of Quran. 

 We categorize the paper based on 
different schemas and techniques such 
as Correct Recitation analysis, Tajweed, 
Makhraj, Hijayah, Imlaah, Automatic 
Speech Recognition, and some other 
categories that create a single one-stop-
shop for the future researcher to study 
the relevant SOTA topic they are 
interested in and search the findings of 
last ten years. 

 We identify the research gaps in every 
single paper mentioned in this survey 
and help future researchers define their 
future research ideas in the specific 
domain of acoustic modelling. Ultimately, 
we conclude with a research gap that 
hasn’t been touched in this domain and 
can create a new research stream and 
change the research trend for future 
researchers. 

 We mentioned the research papers that 
answer the following questions: 

 Have they come up with a new 
acoustic modeling technique? 

 Is there a data set available 
online for future researchers? 

 Do they compare their 
techniques with the rest of the 
algorithms? 

1.3 Article Organization 

This manuscript classifies different research 
topics for organizing Quranic recitation, as shown 
in Figure 1, and conducted a thorough survey on 
each topic. The article's organization is divided 
into the following categories: Section 2 defines 
deep acoustic modeling for Quranic Recitation. 
Section 2.1 describes the primary feature 
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extraction techniques used for the classification 
and their results to prove which state-of-the-art 
process works best for the related topic, along 
with their survey and results comparisons. 
Section 2.2 represents the different reciters' 
classification techniques used by the researchers 
to classify the reciters' voices and is currently an 
active research topic. Section 2.3 represents a 
thorough Tajweed, Hijayah, and Makhraj 
classification and correction of mistakes 
techniques using deep learning to improve the 
reading of the Quran without any errors. Section 
2.4 represents the Automatic Speech 
Recognition used for Quranic Recitation, 
including Hybrid HMM BLSTM-based modeling 
and End-To-End Transformer modeling, and 
Section 2.5 describes the classification of 
different artifacts of Quran recitation, including 
Feature Identification on both acoustic and 
textual data and classifying different Maqams of 
Quranic Recitation. 

2. BACKGROUND AND LITERATURE ON MODELING 

OF QURANIC RECITATION 

Recitation is more than just reading the context 
of the Quran; it follows standards and rules 
guiding pronunciation, rhythm, and melody. Deep 
neural networks, such as convolutional neural 
networks (CNNs) or recurrent neural networks 
(RNNs), are trained to recognize and capture the 
complex auditory patterns unique to Quranic 
recitation in deep acoustic modeling for Quranic 
recitation. Recording Arabic phonemes precisely 
and following Tajweed guidelines for proper 
pronunciation is necessary. The model also 
emphasizes intonation and melody to simulate 
pitch fluctuation and some syllables' lengthening 
in Quranic recitation accurately. Deep acoustic 
modeling for Quranic recitation's ultimate goal is 
to develop a technologically enhanced tool that 
makes it easier to learn and master the complex 
art of recitation. 

2.1 Feature Extraction 

Raw audio signals are frequently 
multidimensional and packed with information. 
While maintaining crucial qualities necessary for 
the application, feature extraction assists in 
reducing the dimensionality of the data. 
Abdo et al. (5) presented an algorithm for 
automatically segmenting between emphatic and 
non-emphatic Arabic speech from Arabic audio 
signals. The study mainly focused on the 
recitation principles of the Holy Quran. The 
methodology was to extract important features of 
Arabic sound signals using the Mel Frequency 
Cepstral Coefficient (MFCC), find the peak 
position for boundaries in the target signal, and 
then evaluate the whole system on medium-level 
speech. They have created the database for all 
these signals and evaluated the system on 80 
Arabic-recited words. The dataset consists of 

Arabic recited words from 6 different speakers, 
making the testing dataset 480 Arabic words. The 
segmentation accuracy achieved by the system 
is about 90%. For future work, more constraints 
could be added to the MFCC peaks to make 
them more efficient, or different feature extraction 
techniques, such as spectral envelopes and 
formant frequencies, can be implemented 
independently or combined to increase the 
model's efficiency. 

Even though The Holy Quran consists of the 
same verse all over the world, the recited poem 
probably is different from the other person who 
repeated the same verse because of the distinct 
voice of every person. Bezoui et al. (6) proposed 
a technique to train and test the Arabic speech 
system using the KALDI toolkit. The author 
explored the viability of different feature-
extracting methods for developing the system to 
extract important features from Quranic 
Recitations, including the Mel-Frequency 
Cepstral Coefficient (MFCC). The author 
explained in detail the MFCC technique, including 
all steps, such as preprocessing, framing, 
windowing, etc. The maximum efficiency 
achieved for the system is 75% using the 
Hamming Window technique and 55% for the 
rectangular window. The dataset used for the 
purpose includes audio files of Quranic Verse. 
However, the work can be improved by 
implementing the fixed-range sliding window 
technique and extracting the MFCC feature for 
every windowing signal. 

Meftah et al. (7) compared different feature 
extraction techniques to achieve the highest 
accuracy for Arabic Phonemes classification. For 
this purpose, a dataset corpus has been created 
for other Arabic recitations of the Holy Quran, 
and then acoustic features are extracted from it. 
These features include Mel Frequency Cepstral 
Coefficient (MFCC), Linear Predictive Coding 
(LPC), Perceptual Linear Prediction (PLP), Mel-
filter bank coefficient (MELSPEC), Log Mel-filter 
bank coefficient (FBANK), and Linear Prediction 
Reflection Coefficients (LPREFC). After feature 
extraction, Hidden Markov Model (HMM) 
classification has been used. The result shows 
that FBANK and MELSPEC features produce the 
highest accuracy for the system, i.e., 85.38% and 
83.37%. Also, the MFCC and PLP results are 
close to this accuracy, while LPC is unsuitable for 
Arabic speech recognition. 

Adiwijaya et al. (8) did a comparative analysis 
to classify the pronunciation of Hijaiyyah Letters 
using different feature extraction techniques. The 
dataset includes audio samples of Hijayyah 
letters and was analyzed using Mel Frequency 
cepstral coefficient (MFCC) and Linear Predictive 
Coding (LPC) and then classified using KNN. The 
proposed system was compared with Principal 
Component Analysis (PCA) and without PCA. It 
showed that LPC-KNN proved to be a better 
Hijayah classification technique with an accuracy 
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of 78.92% compared to 59.87% conducted by 
MFCC-KNN. Hence, LPC was verified to be a 
better feature extraction technique. 

2.2 Reciters Classification 

Classification of reciters for Quranic recitation 
aims to recognize and classify various Qaris 
(reciters) according to their distinctive recitation 
styles. This is a particular endeavor in the field of 
audio analysis. 

Khan et al. (9) proposed a machine learning 
approach to recognize the reciter of the Holy 
Quran. The dataset of 12 different reciters 
reciting the last ten surahs of the Quran has been 
used, which means the model has 12 classes to 
classify. Two types of approaches have been 
used for audio representation. First is feature 
extraction using MFCC and the pitch of the 
sound. The second is auto correlograms of audio 
spectrograms. Then, implement Naive-Bayes, 
J48, and Random Forest for classification. Naive-
Bayes and Random Forest achieved the 
maximum accuracy of 88%. 

Munir et al. (10) proposed another feature 
extraction technique for Speaker Identification in 
Quranic Surah. To extract essential features, the 
author used a combination of Discrete Wavelet 
Transform (DWT) and Linear Predictive Coding 
(LPC) and then performed classification using 
Random Forest (RF). The system achieved the 
maximum accuracy of 90.90%. However, to 
improve the identification accuracy, they tried 
feature extraction techniques to be used one at a 
time and combined to train the classification 
model. But it does not affect the accuracy of the 
classifier. The dataset used for the purpose 
includes Arabic recitation of the Holy Quran. The 
research can be continued by implementing more 
than two feature extraction techniques and then 
classifying using machine learning techniques. 
However, the system is trained for Arabic 
recitation only. The work can be extended by 
introducing recitation in different languages as 
well. Elnagar et al. (11) proposed a supervised 
learning-based classification technique to classify 
the reciters in the Quran audio dataset. The 
system can identify the exact or closest reciter 
using machine learning techniques. The system 
was used to extract perceptual features from 
these audio data, which include the pitch, the 
tempo, short-time energy, etc. Then, it 
implemented the support vector machine (SVM) 
classifier. The model achieved an accuracy of 
90%. The dataset used for the purpose includes 
Quranic audio of 7 reciters from Saudi Arabia, 
which specifies that the model can work on the 
Arabic dialect of Quranic speech. The work can 
be improved by implementing other feature 
extraction techniques or using some 
combinations. Qayyum et al. (12) proposed a 
deep learning technique using Arabic audio 
signals for speaker identification. The audio 
signals were analyzed and classified based on 

the speaker using Bidirectional Long Short-Term 
Memory (BLSTM), which proved to be a better 
and less computationally expensive technique for 
speaker identification. Gunawan et al. (13) 
developed an identification system for Quran 
reciters using MFCC and GMM. The dataset 
used for the purpose includes the Quranic 
recitation of 5 reciters and randomly selected 
verses of the Quran. Around 15 audio samples of 
each reciter have been collected and analyzed 
using the Mel Frequency Cepstral coefficient and 
then classified using the GMM classifier. The 
proposed system achieved 100% accuracy in 
identifying the reciter. Also, the system can reject 
unknown reciters rather than these five. 
However, the system can be extended by 
including variations of recited verses from 
different reciters on different Quranic Surahs. 

2.3 Correct Recitation Analysis 

Makhraj, Hijayah, and Tajweed deep learning-
based Quran correction is a novel and 
technologically advanced method for improving 
Quranic text comprehension and recitation. For 
non-Arabic-speaking Muslims, reading the Quran 
is always a challenging task. Since many words 
in the Quran are written differently than they are 
read, To help parents solve the reading and 
pronunciation problems of dyslexic children, 
Basahel et al. (14) proposed a technique for 
developing an application in Android for 
supporting adaptive learning and self-paced 
learning. The application could convert the voice 
recognition algorithm into text to support E-
learning and was only limited to processing single 
words, not complete sentences or texts. 
However, the application can be improved to train 
on texts and sentences. Ahmad et al. (45) 
suggested a method to identify mispronunciation 
in Tajweed rules using Mel-Frequency Cepstral 
Coefficient (MFCC) features with Long Short-
Term Memory (LSTM) neural networks that use 
the time series. The QDAT dataset is available to 
the public and includes over 1500 voices reciting 
the three Tajweed rules. They compared the 
LSTM model with the traditional ML algorithms. 
The LSTM model outperformed formal machine 
learning with time series. LSTM's accuracy on the 
QDAT dataset for the three rules was 96%, 95%, 
and 96%, respectively. 
The correct pronunciation and recitation of the 
Quran mainly depend on these four ideas: 

2.3.1 Tajweed 

Tajweed is a collection of guidelines for 
pronouncing and articulating Quranic texts 
correctly. It ensures every letter is said precisely, 
melodiously, and with the right rhythm, intonation, 
and elongation. 

Ahsiah et al. (15) proposed a system for 
checking Tajweed and correcting the recitation of 
the Holy Quran. The Tajweed, a set of guidelines 
for Al-Quran recitation, ensures correct 
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pronunciation, readings, and text interpretations. 
Religious teachers with experience have 
traditionally imparted this knowledge. These 
instructors typically pay attention to the students' 
recitations and point out any errors. The 
traditional approach, which calls for the presence 
of these qualified professors, has limitations in 
enabling a self-learning environment. To assist 
students in learning and practicing accurate Al- 
Quran recitation independently, the author 
suggested a Tajweed rule-checking system 
employing speech recognition technology. The 
proposed method can detect and highlight 
discrepancies between student and experienced 
teachers' recitations that are recorded in a 
database. The system utilized the MFCC 
algorithm to extract features and HMM for 
classification. 

Yosrita et al. (16) compared different methods 
of Tajweed used in the recitation of Al-Quran and 
extracted their features using MFCCs. Altalmas 
et al. (17) proposed a technique for correct 
recitation of the Quran according to the Tajweed 
rules. The words from the same point of 
articulation proved to have less similar distances 
or more matching sounds than words from 
different parts of articulation. To confirm this, the 
author analyzed the sound of words Y and I using 
the Mel Frequency Cepstral Coefficient (MFCC) 
and then compared them using the Dynamic 
Time Warping (DTW) technique to find the 
similarities and differences. The scope of this 
technique is limited to two Quranic words (Y and 
I) only. However, the content of the work can be 
extended by increasing the size of the dataset 
and by adding all Quranic words to find 
similarities and differences between all words. 

Classic Arabic is very hard for non-native 
Arabic speakers, which makes it difficult for them 
to recite the Holy Quran. Short vowels in the 
Arabic language play an essential role in the 
correct Tajweed. Alqadheeb et al. (18) proposed 
a methodology for correcting Tajweed using an 
audio dataset of Arabic words, including short 
vowels. The complete dataset includes 2892 
Arabic short vowels and 84 classes. Then, the 
preprocessing techniques and CNN are used for 
classification and testing. The model was tested 
on 312 phonemes of the Arabic language using 
"ALIF" as a word and achieved an accuracy of 
100%. However, the system was de- signed to 
work on a single phoneme, "ALIF." In the future, 
we can extend the research to all the Arabic 
phonemes and train the model on them. Omran 
et al. (40) implemented Tajweed rules for 
correctly reciting and understanding the Quran. 
They analyzed the Arabic Alphabet's five sukun 
vowelized letters (Baa, Daal, Jeem, Qaaf, and 
Taa), subject to the Qalqalah rule. They used the 
Convolutional Neural Networks (CNN) model for 
recognition and the Mel Frequency Cepstral 
Coefficients (MFCC) as the feature extraction 
method. The dataset contains 3322 audio 

samples from four expert readers and achieved a 
validation accuracy of 90.8%. 

Rajagede et al. (19) proposed a system to help 
users memorize the Quran without the help of a 
second reciter. He proposed a based system that 
verifies the input recitation with the existing 
Quranic data. Manhattan LSTM network was 
used to verify the recitation and give the output in 
a single numerical data if the recitation was 
similar or not, and the Siamese classifier gave 
binary classifier output. They also compared 
different feature techniques for the 
preprocessing, including delta features, Mel 
Frequency Cepstral Coefficient (MFCC), and Mel 
Frequency Spectral Co- efficient (MFSC) for 
better model performance. The dataset used for 
the purpose includes data from Quranic Ayah in 
databases. The highest accuracy achieved by the 
system is 77.35% using MFCC and Manhattan 
LSTM. However, in the future, to achieve better 
accuracy, it is recommended to use a deeper 
Siamese LSTM model or an attention-based 
model and use more data for training. 

To improve the Quranic Recitation system, 
Alqadasai et al. (20) proposed a Phoneme 
classification system for the correct recitation of 
the Quran. The dataset consisted of 21 aayahs of 
the Quran recited by 30 reciters. The dataset was 
analyzed and trained using an HMM-based ASR 
model. The system is optimized by the duration 
integrated into Quranic phoneme classification. 
The system achieved an accuracy ranging from 
99.87% to 100% for phoneme classification. 
However, the proposed methodology does not 
cover all the issues of recitation, so the extended 
version of the model could use more datasets to 
cover all the Quranic recitation and Tajweed 
issues. 

Omran et al. (21) proposed a deep learning-
based approach to correctly understanding 
Tajweed rules for the Holy Quran. Reading the 
Holy Quran precisely as it was read by The Holy 
Prophet (PBUH) is challenging. The author used 
the dataset of Quranic Audio from different Arabic 
reciters and focused on the letters on which 
Qalqala rules are applied. Mel Frequency 
Cepstral Coefficients (MFCC) were used for 
feature extraction, and then Convolutional Neural 
Networks (CNN) based model was used for 
classification. The author tends to achieve the 
maximum validation accuracy of 90.8%. 

To encourage the Muslim community to read 
the Holy Quran with correct Tajweed and without 
any recitation error, Ahmad et al. (22) proposed a 
method to classify two ways of Tajweed, i.e., 
Musyafahah and Talaqqi, using Artificial Neural 
Networks and Digital Signal Processing 
techniques. The dataset includes audio files of 
ldghaam with correct recitation and false 
recitation. For the preprocessing of audio files, 
the Mel Frequency cepstral coefficient technique 
has been used to extract essential features and 
then classify them using three different ANN 
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classifiers, including Levenberg- Marquardt 
optimization, Resilient Backpropagation, and 
Gradient Descent with Momentum. The highest 
accuracy achieved by the system was 77.7 for 
the Levernberg Marquardt algorithm. The system 
can be improved if more classes of Tajweed 
methods are added. Also, the dataset used for 
the process is small; higher accuracy can be 
achieved by increasing the audio files for every 
class. 

2.3.2 Hijayah 

Hijayah involves making sure that the written 
script of the Quran corresponds to the intended 
pronunciation during recitation. 

Marlina et al. (23) proposed the machine 
learning technique for Makhraj recognition of 
Hijayah letters. For this purpose, the author used 
the Mel Frequency cepstrum coefficient (MFCC) 
for feature extraction of audios, and then SVM 
was used to classify Hijayah letters. The dataset 
used for the purpose includes audio files of 
Hijayah letters. However, the result of the system 
can be improved using deep learning techniques 
such as ANN or CNN for the classification of 
Makhraj. 

Correct pronunciation and writing of the 
Hijaiyah Letter in the Holy Quran are important 
for Muslims to follow the reading rule according 
to the rule of The Holy Prophet (PBUH). Irfan et 
al. (24) suggested a Dynamic Time Warping 
technique to find the difference between written 
and uttered letters. The dataset consisted of 
image files of Quranic letters and sound files of 
Quranic letters. To process image files, Principal 
Component Analysis (PCA) and Mel Frequency 
Cepstrum Coefficient (MFCC) were used for 
sound data. Both results were shown as 
numerical values, and then Euclidian distance 
was applied to find the difference between them. 
For image matching, the accuracy achieved for 
the system was 92.85%, and for sound matching, 
the accuracy achieved was about 71.42%. In the 
future, some other methods could be used for 
processing, such as Linear Discriminant Analysis, 
Edge Matching, etc., to achieve higher accuracy 
for the system. The application is limited to 
Hijaiyah Letters only, and we can extend it to 
words or phrases to match the difference 
between complete phrases. 

2.3.3 Makhraj 

Makhraj describes the posture of the tongue, 
lips, and vocal cords at the point of articulation for 
each Arabic letter. Proper Makhraj is essential for 
precise pronunciation. 

Correct pronunciation of Hijayah letters in the 
Quran is crucial. It can confuse the user when 
pronouncing similar-sounding letters, and 
incorrect pronunciation may alter the word's 
meaning. The reciter should have an excellent 
knowledge of the differences between Hijayah 
letters. For this purpose, Wahidah Arshad et al. 

(25) addressed recognizing the nine-point 
recitation articulations using the Speech analysis 
technique. Professionals in a controlled 
environment recorded the dataset of Quranic 
Makhraj letters. The audio samples underwent 
preprocessing using five feature extraction 
techniques: MFCC, Mel spectrogram, Tonnetz, 
Spectral contract, and chroma. Three methods, 
ANN, KNN, and SVM, were used for 
classification. The system achieved an overall 
accuracy of 56% using the ANN technique. The 
system can be improved using Deep learning 
techniques such as CNN and RNN instead of 
traditional ANN, KNN, and SVM. Farooq et al. 
(26) proposed a deep learning-based model for 
detecting mispronunciation in the Quran. The 
purpose of the system was to automate the 
manual teaching method of the Quran, which 
typically requires a teacher or instructor. The 
dataset consists of Arabic audio recitation of 
Quranic words, and the RASTA PLP technique 
was used for feature extraction. The system was 
trained using the Hidden Markov Model (HMM). 
The recognition rate achieved using RASTA PLP 
is 85%. The system has been extended to build a 
real-time application. However, the plan was 
initially limited to a single word of Arabic 
phonemes, and it can be further developed to 
include Quranic Ayahs and different Tajweed 
rules, including Qalqala rules, Tanween, etc. 

2.3.4 Imlaah and Iqlaab 

Imlaah describes the lengthening of particular 
Arabic letters inside a word. In contrast to Iqlaab, 
which involves changing a specific letter, Noon, 
into a different sound (namely, the sound of 
"Meem") when followed by the Arabic letter "Ba," 
when a reciter encounters a letter with an Izhaar 
(clear pronunciation) diacritic, such as "Alif," 
"Waw," or "Yaa." The specific phonetic properties 
of these letters and how they interact in some 
word combinations cause these changes to 
happen. 

Yousfi et al. (27) proposed a technique to 
recognize Imlaah rules for Quranic Recitation. 
Correct recitation includes Tajweed rules, which 
are essential when studying the Quran. For this 
purpose, the author used a dataset of proper 
Quranic audio recitation of verses and 
preprocessed it using feature extraction 
techniques such as the Mel Frequency Cepstral 
Coefficient (MFCC). Hidden Markov Models 
(HMM) were employed for classification and 
compared with correct recitation and recitation 
collected in real-time available in the database. 
The accuracy achieved by the system ranges 
from 68% to 85%. Yousfi et al. (28) proposed 
Iqlaab checking the rules of the Quran. For this 
purpose, the author built a speech recognition 
system to recognize, identify, and point out the 
wrong rules/mismatches of Iqlaab rules in 
recitation. The dataset was preprocessed using 
the feature extraction technique Mel Frequency 
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Cepstral Coefficient (MFCC), and for feature 
classification, Hidden Markov Models (HMM) 
were used. The system achieved a maximum 
accuracy of 70%. 

2.4 Automatic Speech Recognition (ASR) 

To fully understand the delicate nature of the 
sacred texts of the Quran, Automatic Speech 
Recognition (ASR) is essential. The approach of 
carefully preserving the phonetic intricacies and 
rhythm, particularly the recitation style of Quranic 
verses, is called acoustic modeling. ASR for 
Quranic recitation bridges the gap between 
spoken word and digital representation, 
preserving the authenticity of the recitation while 
also opening the door to cutting-edge 
applications that allow for correct transcription, 
analysis, and distribution of the Islamic message. 

Most state-of-the-art research on acoustic 
signals for Arabic languages uses the Hidden 

Markov Model (HMM)-Gaussian Mixture Model 
(GMM). However, there is a disadvantage in 
generalizing high-variance and solving non-linear 
separable datasets. For these problems, Thirafi 
et al. (29) proposed a new approach for training 
the acoustic models of the Arabic language using 
Deep Learning techniques. The author used 
Bidirectional Long-Short Term Memory (BLSTM) 
combined with Hidden Markov Models (HMM) to 
build a hybrid system. The system proved to 
show good results for the Arabic language 
compared to the HMM-GMM model. For HMM-
GMM, the Word Error Rate (WER) was 18.39%, 
whereas for the proposed technique, WER was 
reduced to 4.63%. The author also analyzed the 
model of different Quranic styles. The system 
was trained on Quranic recitation by professional 
reciters only. 

 

 
Table 2: Detailed review of research papers that shared dataset and system model  

and compare their model results with other techniques. 

Title Ref Dataset Speech/Text 
System 
Model Comparison 

MFC peak-based segmentation for continuous Arabic audio 
signal 

(5) × Speech  × 

Feature extraction of some Quranic recitations using Mel-
Frequency Cepstral Coefficients (MFCC) 

(6) × Speech   

A Comparative Study of Different Speech Features for Arabic 
Phonemes Classification 

(7) × Speech ×  

A comparative study of MFCC-KNN and LPC-KNN for Hijayyah 
letters pronunciation classification system 

(8) × Speech   

Quranic reciter recognition: A machine learning approach (9) × Speech   

Arabic speaker identification system using a combination of DWT 
and LPC features 

(10) × Speech  × 

Automatic Classification of Reciters of Quranic Audio Clips (11) × Speech   

Quran Reciter Identification: A Deep Learning Approach (12) × Speech   

A Smart Flexible Tool to Improve Reading 
Skill based on M-Learning 

(14) × Speech × × 

Correct Pronunciation Detection for Classical Arabic Phonemes
Using Deep Learning (18) × Speech × × 

Rule-Based Embedded HMMs Phoneme Classification to 
Improve Qur’anic Recitation Recognition 

(20) × Speech, 
Text 

 × 

Tajweed Classification Using Artificial Neural Network (22)  Speech  × 

Makhraj recognition of Hijaiyah letter for children based on Mel-
Frequency Cepstrum Coefficients (MFCC) and Support Vector 
Machines (SVM) method 

(23) × Speech  × 

Implementation of Dynamic Time Warping algorithm on an Android-
based application to write and pronounce Hijaiyah letters 

(24) × Speech, 
Text 

 × 

Signal-based feature extraction for Makhraj emission point 
classification 

(25) × Speech   

Mispronunciation Detection in Articulation Points of Arabic Letters 
using Machine Learning 

(26) × Speech  × 

Holy Qur’an speech recognition system Imaalah checking rule 
for warsh recitation 

(27) × Speech  × 
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Isolated Iqlab checking rules based on the speech 
recognition system 

(28) × Speech  × 

An End-to-End Transformer-Based Automatic Speech 
Recognition for Qur’an Reciters 

(30)  Speech  × 

Holy Qur’an, speech recognition system, distinguishing the type of 
recitation 

(31) × Speech  × 

Implementation of text mining classification as a model in the 
conclusion of Tafsir Bil Ma’tsur and Bil Ra’yi contents 

(32) × Speech, 
Text 

 × 

Classifying maqams of quranic recitations using deep learning (33) × Speech  × 

Noise effects on the recognition rate of Arabic phonemes based on 
Malay speakers 

(34) × Speech  × 

 
The model could be extended by introducing non-
professional reciters for better system 
performance. Additionally, the method used 
QScript for the transcription system, which was 
unsuited for the Quran. A better transcription 
system can be employed. Siregar et al. (41) 
created a system using wavelet signal extraction 
and ANFIS to classify Tajwid rules to handle 
voice input and recognize Al-Quran reading 
through recitation. Data collection, audio pre-
processing, wavelet packet extraction, splitting 
training and test data, and classification are the 
steps in the process. Twenty observations were 
obtained from ten observations that were pre-
processed. Six primary features and 64 rules are 
obtained from the wavelet decomposition method 
as ANFIS input variables. Subsequently, the data 
was divided into three testing observations and 
seventeen training observations. The WPANFIS 
classification model achieved 100% correct 
classification with SSE values matching the 
training result of 0.00081225.  

Hadwan et al. (30) proposed an end-to-end 
system for Arabic ASR. They built an acoustic 
model using attention-based encoder-decoder 
techniques with deep learning. Mel filter has been 
used for feature extraction, and RNN and LSTM 
have been employed to build a sizable Arabic 
language model for the Quran. The dataset 
consisted of speech data from 60 reciters and 
textual Quranic data. The language model has 
been trained on textual data. The model achieved 
a character error rate of 1.9% and a word error 
rate of 6.1%. However, the model can potentially 
perform better by investigating better-proposed 
systems for large datasets or by implementing a 
transducer model instead of a transformer model 
for encoding and decoding using the employed 
model. Ghori et al. (42) use Mel frequency 
cepstral coefficients and deep neural networks to 
construct an Arabic isolated voice recognition 
system for the Holy Quran's vocabulary. The 
suggested system can recognize individual words 
from a recited verse with adequate accuracy. It 
employs 14 hours of audio data to showcase the 
system's functional prototype and focuses on the 
362 unique words found in the first and last 19 
chapters of the Holy Quran. They also developed 

a user-friendly web-based application for the 
transcription of recitation words. 

2.5 Other Categories 

The research of various recitation styles, the 
categorization of alphabets, the use of text 
mining tools, the classification of maqams, and 
context-aware analysis are a few intricate 
elements that make up the study of the Quran. 
Investigating the many ways to recite the Quran's 
verses, each infused with unique rhythms and 
accents that communicate significant meanings, 
is necessary to distinguish between different 
styles of recitation. 

Ousfi et al. (31) proposed a technique to 
distinguish between different types of recitation of 
the Holy Quran, given the diversity in Qira'at 
worldwide. The dataset was created using 
recitations of other students and expert teachers. 
The Mel Frequency Cepstral Coefficient (MFCC) 
feature extraction technique was implemented, 
and the Hidden Markov Model (HMM) 
classification was applied. The system can also 
detect mismatches in the recitation type. 
Khairuddin et al. (35) developed an automated 
system for students to practice reciting the 
Quran, focusing on the "ro" alphabet. Formant 
analysis, Mel Frequency Cepstral Coefficient 
(MFCC), and Power Spectral Density (PSD) were 
used for feature extraction of Quranic recitation. 
Quadratic Discriminant Analysis (QDA) and 
Linear Discriminant Analysis (LDA) were used for 
classification. The system achieved a maximum 
accuracy of 95.8% with all 19 training features in 
repetition and 82.1% accuracy in the learning 
phase. Mahmudin et al. (43) compared how well 
the two types of models performed when 
categorizing Quran verses according to their 
auditory similarities. The first model, Model B, 
employs the MaLSTM architecture and MFCC 
features. The second model, Model C, is just 
Model B plus more delta features. The dataset 
includes 172,895 Al-Quran recitation sound 
samples from Juzz 30, comprising 37 surahs and 
564 verses. The training model used was 
DeepSpeech, supported by TensorFlow. Thirty 
percent of the samples were used as a validation 
set during the model training procedure. The 
results show that Model B, equipped with the 
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MFCC feature, performs optimally when 
identifying and categorizing audio-based Quran 
verses. The employment of the delta feature in 
Models B and C negatively impacts model 
performance. 

Nur et al. (32) developed an automated 
interpretation classification into two classes, 
including "Tafsir Bil Ra'yi" and "Tafsir Bil Ma'tsur." 
The KNN algorithm was used for variety and 
achieved an accuracy of 98.12%. Modified KNN 
and Fuzzy KNN were used for further 
comparison, with MKNN proving the best 
algorithm. 

Shahriar et al. (33) proposed a system to 
classify eight recitation styles (Maqamat), 
including Tajweed using deep learning 
techniques. The dataset included audio recitation 
of the Quran by different reciters in different 
styles. The system achieved the highest 
accuracy of 95.7% using a 5-layer ANN network 
trained on 26 input features. However, the 
system could be improved by increasing the 
dataset using more reciters and implementing 
bidirectional LSTMs. 
Moulay et al. (36) built an application framework 
for a context-based search of any Quran chapter 
or verse, which also applies to voice search. The 
voice-search feature allows users to search using 
their voice. The dataset consisted of Quranic 
chapter audios recited by 36 reciters, including 
eight famous interpretations and four translations 
of the Holy Quran. However, the framework has 
some limitations, including notifications based on 
locations using GPS systems that are lacking 
entirely. The framework could be improved by 
including Hadith knowledge that allows users to 
search for Islamic teachings. Ahmad et al. (44) 
suggested that the model consists of a character-
based beam search decoder and a CNN-
Bidirectional GRU encoder that uses CTC as an 
objective function. They used the recently 
released public dataset Ar-DAD, which consists 
of around 37 chapters repeated by 30 reciters 
using various pronunciation standards and 
recitation speeds. Word error rate (WER) and 
character error rate (CER), the two most widely 
used assessment metrics in speech recognition, 

were used to assess the performance of the 
suggested model. The outcomes were 2.42% 
CER and 8.34% WER. 

3. OPEN RESEARCH CHALLENGES IN MODELLING 

OF QURANIC RECITATION 

Building a robust, deep acoustic model 
specifically for Quranic recitation involves various 
complex issues requiring careful attention. The 
challenges in building the model are as follows, 
as shown in Table 3: 

3.1 Diverse Arabic Dialects 

Accurate transcription of pronunciation and 
intonation is complex due to the large variety of 
Arabic dialects and geographical differences. The 
intricate tapestry of many Arabic dialects and 
geographical accents must be considered while 
building a robust, deep acoustic model for 
Quranic recitation. This problem requires a 
thorough strategy incorporating the subtle 
phonetic variations in different recitation 
traditions. It takes careful language study and 
contextual adaptation to accommodate this 
dialectal diversity while staying true to the 
traditional recitation methods. Saddat et al. (37) 
utilized Naive Bayes classifiers, and the 
character n-gram Markov language model has 
achieved 98% accuracy on 18 different Arabic 
dialects. 

3.2 Noise and Audio Purification 

Background noise can reduce the accuracy of 
the model's output in audio recordings. The 
difficulty of maintaining the original quality of 
recordings of Quranic recitation arises from the 
widespread presence of noise inside audio data. 
Advanced noise reduction techniques must be 
used to capture deep vocal expressions while 
successfully overcoming audible interference. It 
is a complex but crucial endeavor to balance 
eliminating noise and preserving the evocative 
details of the recitation. 

Almisreb et al. (34) proposed removing noise 
while recording recitation. The research 
evaluates the effectiveness of the 

Table 3: Research Challenges in this domain, with Possible Solutions 

Challenges Ref Description Solution 

Adherence to Tajweed 
and Expressions 

(17) 

The model must accurately distinguish 
between short and long vowel sounds 
to represent elongations (Madd) and 
vowel lengths. 

I analyzed the signal using the Mel- Frequency 
Cepstral Coefficient (MFCC) and then 
compared them using the Dynamic Time 
Warping (DTW) technique to find the similarities 
and differences. 

Noise and Audio 
Purification (34) 

Background noise affects the model's 
accuracy and robustness. 

Multiscale Principal Component Analysis 
(MPCA) effectiveness with Zero Crossing Rate 
(ZCR) to remove the noise. 

Diverse Arabic Dialect (37) 
The Arabic language includes a lot of 
recitation dialects that are difficult for 
the model to learn. 

Utilizing Naive Bayes classifiers and the 
character n-gram Markov language model, it 
achieved 98% accuracy on 18 different Arabic 
dialects. 

Varied Recitation Styles (38) 
Different reciters have distinctive 
rhythmic and melodic renditions, 

The SVM-based recognition model for “Qira’ah” 
achieved a success of 96%. 
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necessitating a flexible model. 

Data Augmentation and 
Training 

(39) 
Data augmentation is necessary to 
include diverse recitation conditions. 

To apply augmentation to the filter bank coefficient 
directly, utilize warping the features, masking 
blocks of frequency channels, and masking blocks 
of time steps. 

 
Multiscale Principal Component Analysis (MPCA) 
with Zero Crossing Rate (ZCR) to remove the 
noise. Then, the Mel-Frequency Cepstral 
Coefficient (MFCC) was used for feature 
extraction, and Dynamic Time Warping (DTW) 
was used for recognition. The system proved 
very effective in removing noises from the 
recording. 

3.3 Varied Recitation Styles 

Different reciters have distinctive rhythmic and 
melodic renditions, necessitating a flexible model. 
Building a comprehensive deep acoustic model is 
difficult because of the complex interplay of many 
recitation styles, each infused with distinctive 
rhythmic phrases and melodic accents. Creating 
a model architecture that can skillfully 
encompass the various recitation patterns while 
maintaining a flexible and adaptable framework 
capable of tolerating the different artistic 
expressions of the reciters is required to navigate 
this complex terrain. Nahar et al. (38) have 
implemented an SVM-based recognition model 
for "Qira'ah" and achieved 96% accuracy. 

3.4 Adherence to Tajweed and Expressions 

The model must accurately distinguish 
between short and long vowel sounds to 
represent elongations (Madd) and vowel lengths. 
It is difficult to capture these subtle differences 
accurately while keeping the recitation's rhythmic 
flow. AltaImas et al. (17) analyzed signals using 
the Mel Frequency Cepstral Coefficient (MFCC) 
and then compared them using the Dynamic 
Time Warping (DTW) technique to find the 
similarity differences. 

3.5 Data Augmentation and Training 

Creating an extensive and varied training 
dataset is crucial to building a precise and 
trustworthy deep acoustic model for Quranic 
recitation. Data augmentation methods are 
essential in building a substantial corpus with 
diverse recitation traditions. Realizing the model's 
effectiveness will require establishing the right 
balance between quantity and quality while 
assuring proper annotation. 

Park et al. (39) utilized warping the features, 
masking blocks of frequency channels, and 
masking blocks of time steps to apply 
augmentation to the filter bank coefficient directly. 

 
4. CONCLUSION AND FUTURE DIRECTIONS 

Reading the Quran following the recitation 
rules given to Muslims is a virtuous and spiritual 
enlightenment activity. Many researchers have 
approached this context in different ways. Some 

try to implement Machine Learning/Deep 
Learning to Tajweed, Hijayah, and Makhraj rules 
of the Quran. In contrast, others investigate it as 
a speech recognition problem, implementing 
reciter classification, dialect classification, etc. 
Many researchers have worked to implement 
Automatic Speech Recognition (ASR) to convert 
speech to text. However, there are still many 
research gaps available in this domain. 

Our review paper is focused on covering 
almost every category of Quranic Recitation. We 
started by defining how ML/DL could help with 
Quranic Recitation. We discussed essential 
feature extraction techniques used for speech 
signals and their accuracy compared with other 
methods. Then, we discussed different reciters' 
classification research papers and their practices. 
Following on, we debated Tajweed, Makhraj, 
Hijayah, and Imlaah correction with the help of 
DL on a single letter or word level. Finally, we 
discussed how ASR can be used in Quranic 
Recitation and techniques to convert speech data 
to textual data. Table 2 shows details of the 
research papers that shared their dataset publicly 
for further research, whether the system model is 
shared or not, and whether the author compares 
their techniques with other techniques. 

The future directions and gaps of each paper 
are already mentioned in the document. 
However, a few research categories in this 
domain are still untouched and could be worked 
out. First is the lack of an efficient deep acoustic 
model for classifying every verse to the chapter 
to which it belongs. Once we can achieve this 
holistic point and successfully build an efficient 
model, we can extend it by indexing every verse 
of the chapter. So, in the future, whenever a user 
hears some Quranic verse recited somewhere, 
they can identify the locality and place of the 
verse in the complete Quran. This has a lot of 
applications, including Namaz-e-Taraweeh, 
helping users recognize the Surah name from a 
single verse, which is helpful for non-Arabic 
native users. Secondly, suppose we can cover 
the first gap. In that case, we can further use 
ASR techniques to transcribe the uttered speech 
and already trained address by professionals to 
find the miscorrection in reading, solving the 
Tajweed and Imlaah issue while focusing on the 
verse level. 
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 
Abstract: The main challenge in machine 

learning-based customer response models is the 
class imbalance problem, i.e. small number of 
respondents, compared to non-respondents. 
Aiming to overcome this issue, the approach of 
preprocessing training data using a Support Vector 
Machine (SVM), trained on a balanced sample 
obtained by random undersampling (B-SVM), as 
well as on a balanced sample obtained by 
clustering-based undersampling (CB-SVM) was 
tested. Several classifiers are tested on such a 
balanced dataset, to compare their predictive 
performances. The results of this paper 
demonstrate that the approach effectively pre-
processes the training data, and, in turn, reduces 
noise and overcomes the class imbalance problem. 
Better predictive performance was achieved 
compared to standard training data balancing 
techniques such as undersampling and SMOTE. 
CB-SVM gives a better sensitivity, while B-SVM 
gives a better ratio of sensitivity and specificity. 
Organizations can utilize this approach to balance 
training data automatically and simply and more 
efficiently select customers that should be targeted 
in the next direct marketing campaigns. 
 

Index Terms: customer response model, data 
imbalance, data preprocessing, clustering, support 
vector machine 

1. INTRODUCTION 

ustomer response modeling is an important 
part of developing effective direct marketing 

strategies, as it allows companies to predict how 
will their consumers react to various marketing 
initiatives, mainly future direct marketing 
campaigns. Businesses may utilize customer 
response modeling approaches to uncover 
consumer features, such as product preferences, 
types, and previous behaviors, and then use this 
knowledge to design focused, targeted, and 
personalized marketing campaigns that are more 
likely to resonate with their target audience. In  
addition, this approach can also assist firms in 
optimizing their marketing expenditure, by 
forecasting the anticipated response rate, and  
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hence, allocating their marketing budget 
accordingly. This can help companies in 
maximizing their return on investment (ROI) and 
improving the efficiency of their overall marketing 
operations, by reducing costs and increasing the 
campaign revenues. 

One of the main issues and challenges in 
customer response modeling is a class imbalance 
– the proportion of customers that respond to the 
campaign with purchases is typically relatively 
small, i.e., the response rate in campaigns is 
usually quite low. The small number of 
respondents leads to the significant difference 
between the number of members of this group, 
compared to the non-respondent group. This 
represents an issue for the classification machine 
learning algorithms, as they tend to be biased 
towards the bigger class or segment (in this case, 
targeted customers who did not respond to the 
offer).  

In direct marketing, the class imbalance 
problem is often addressed using one of three 
ways: data-based approaches [1], [2] which use 
resampling techniques to balance classes; 
algorithm-based approaches [3], which use 
specially modified algorithms; or cost-based 
approaches [4], which assign various 
misclassification costs to different class examples. 
These techniques have several drawbacks. For 
example, the criteria for selecting examples for 
undersampling are ambiguous, while, 
oversampling generates synthetic examples of a 
minor class by replicating them, which can lead to 
overfitting. Even though some oversampling 
techniques, such as Synthetic Minority Over-
sampling Technique (SMOTE) [5] overcome the 
overfitting problem, it can lead to noise amplifying 
in the data, as well as within-class imbalance [6]. 
On the other hand, algorithm-level techniques 
need extensive algorithm understanding to be 
applied, therefore, they require expert knowledge. 
Finally, cost-based solutions necessitate 
additional learning expenses, as well as an in-
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depth examination of optimal cost configurations, 
which makes this technique complex to use. 

For class imbalance, SVM preprocessing is also 
applied, given that SVM can eliminate noise from 
the data, resolve overlapping classes, and move 
the border that separates classes towards a larger 
class, thereby supplementing the smaller class 
with the most similar examples [7]–[9]. However, 
the performance of SVM is significantly reduced 
when applied to highly unbalanced sets due to 
marginal bias towards the smaller class 
(Cervantes et al., 2020). 

In this paper preprocessing of extremely 
unbalanced training data, using SVM in 
combination with random and clustering-based 
undersampling (B-SVM and CB-SVM 
respectively) will be applied, to determine whether 
it improves the predictive performance of base 
customer response models. Clustering-based 
undersampling implies that in the pre-processing 
phase, the non-respondent classes within the 
training dataset are clustered, to obtain the 
representatives in the undersampling procedure 
which enables a better distinction between 
classes, and, as a result, better class balancing. In 
order to predict customers’ responses, on such an 
imbalanced dataset, several classifiers will be 
tested, namely: Decision Tree (DT), Logistic 
Regression (LR), Gradient Boosted Trees (GBT), 
Random Forest (RF), k-NN (k Nearest Neighbor) 
and SVM. Even though the approach of combining 
k-means clustering, undersampling and SVM was 
applied in previous research [10], [11], in this 
paper, it was applied for the first time for the issues 
of customer response modeling in direct 
marketing, and also, as pre-processor of an 
extremely imbalanced dataset, with the minor 
class being less than 1%. 

Following the Introduction, the rest of the paper 
is structured as follows: in the second section, the 
literature review regarding customer response 
modeling will be presented, and in the third section 
methods and data used in this paper will be 
described. The fourth section contains the 
obtained results of the proposed B-SVM and CB-
SVM procedures, as well as the discussion and 
comparison with previous results. Finally, the fifth 
section will present major conclusions, limitations, 
and recommendations for future research. 

2. LITERATURE REVIEW 

 
Over the past ten years, social media marketing 

has emerged as a significant research area that 
outlines the various dimensions of consumer 
relations. This trend is even more clear when it’s 
put into context – in January 2023, Facebook had 
2.963 billion active daily users [12], while 
Instagram had 1.318 billion [13]. Taking into 

account that there are 5.16 billion Internet users 
worldwide [14], from the previous statistics we can 
see that over half of the online population can be 
reached through social media. As a result, social 
media provides marketers with the option to 
interact directly with customers, increase 
communication, and sell superior value 
propositions to their top customers regardless of 
their location [15]. 

The ability to reach many potential customers 
for a relatively lower cost compared to traditional 
media creates the problem of extreme class 
imbalance for direct marketing campaigns placed 
in this manner. This situation occurs because 
there is a smaller number of customers who 
respond to the offer, i.e. who complete the 
purchase via the provided links, compared to the 
number of targeted customers who only visit the 
website without purchasing the product/service. 
As it was pointed out in the Introduction section, 
high-class imbalance, as it exists in this case, 
leads to algorithm bias towards the major class.  

For example, if the class ratio in the data set is 
100:1, that is, when for every 100 examples of the 
negative class there is only one example of the 
positive class, the classifier can strive to maximize 
the accuracy of the classification rule and achieve 
an accuracy of 99%, by simply ignoring the 
positive examples and classify all examples as 
negative [16]. Thus, standard algorithms expect a 
balanced data distribution and equal 
misclassification costs, and when applied to 
complex and unbalanced data, they result in 
unfavorable accuracy for all data classes [17]. 
Since the role of response models is to accurately 
predict the segment of respondents, solving this 
issue is of great interest in direct marketing 
research and practice. 

Several authors treated this issue in different 
ways, such as random undersampling and 
oversampling [18], [19], negative sampling [20] 
nonuniform negative sampling [21]. However, for 
this research, three papers were taken as most 
relevant, keeping in mind that they included 
clustering of the majority class as a part of their 
procedure. In the first mentioned research, Kang 
et al. [22] suggested in their paper that models for 
predicting campaign responses can be improved 
by balancing classes using clustering, 
undersampling and ensemble methods. First, the 
instances belonging to the class of non-
respondents are clustered. In the next step, 
undersampling is carried out, as part of the 
ensemble procedure, by randomly selecting a 
certain number of examples from all clusters, 
proportional to the size of the cluster, so that the 
total number of selected instances is equal to the 
major class, i.e. non-respondents (balanced 
ensemble). In this way, the taking of a certain 
number of representative members of a larger 
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class is achieved and the loss of information 
relevant to the differentiation of classes is 
reduced. By performing the ensemble procedure 
in k iterations, k classifiers are generated on k 
such balanced samples and their predictions are 
combined. The results showed that compared to 
random sampling methods, as well as SMOTE, 
this approach has more stable predictive 
performance that decision makers can trust more. 

In the second research, Marinakos and 
Daskalaki [23] tested cluster-based 
undersampling and distance-based resampling 
techniques, including SMOTE, for a campaign 
response model by bank customers (with 12% 
respondents and 88% non-respondents) with 
several different classifiers, such as linear 
discriminant analysis (LDA), LR, k-NN, DT, Neural 
Networks (NN) and SVM. The highest 
classification accuracy of the minority class was 
achieved by the combination of cluster 
undersampling and k-NN. 

Finally, Amini et al. [24] began treating this issue 
by balancing the data using a combination of 
clustering and random undersampling. They 
stated that their goal was to retain the original 
dataset's class distribution, thus they divided the 
non-respondent consumers into clusters and 
selected random samples from each cluster. The 
sampled non-respondent examples are combined 
with the total respondent instances to create a new 
balanced training dataset. By repeating this 
approach, many balanced training datasets are 
constructed, and each dataset is given to a base 
classifier in an ensemble framework. Several 
classification algorithms, such as SVM, ANN, DT, 
and LR, are used to create the proposed 
ensemble architecture. In this study, the base 
SVM classifier showed the best performance. With 
this classifier, the authors created the cluster-
based ensemble model, the random 
undersampling ensemble, and the bagging 
ensemble. The cluster-based approach they 
suggested achieved the best results. 

Therefore, previous literature confirms the 
effectiveness of random and clustering-based 
undersampling in class balancing. On the other 
hand, previous studies also confirm the 
possibilities of SVM as a preprocessor of training 
data to resolve overlapping classes and their 
imbalance. For example, Farquad and Bose [9] 
tested SVM as a data preprocessor together with 
undersampling and oversampling techniques, in 
order to solve the problem of class imbalance, 
using an insurance company data set with a 
response rate of 6%. After pre-processing the data 
and replacing the target variable with SVM 
prediction, such a modified data set was used to 
train the MLP, LR and RF models. The results 

 
1 Detailed dataset description can be found in [29]. 

show that the proposed data balancing approach 
improves the classification performance in every 
case. The best performance in this study was 
achieved using undersampling and the RF model, 
which achieved a sensitivity of 71.01%. 

In this paper, the possibilities of SVM 
preprocessing in combination with undersampling 
on an extremely unbalanced set of customer data, 
with a response rate of less than 1%, as well as 
the possibilities of clustering-based 
undersampling to provide a better representation 
of the distribution of non-respondents to achieve a 
more efficient differentiation of respondents were 
tested. 
 

3. METHODS AND DATA 

3.1 Data 

 
Predictive analytics, specifically for marketing 

purposes, aims to forecast future customer 
behavior from very sparse data, where the 
marketing database often has minimal information 
about customer demographics, product demands, 
and interest in purchasing. However, 
technological developments and social media 
have enabled the collection of data on online 
customer behavior, which can be useful in 
predicting their response to future marketing 
activities. In line with this, companies may create 
customer response models to help identify the 
consumers who would most likely respond to the 
upcoming campaign to valorize this kind of data. 

For testing the proposed consumer response 
model empirically, a dataset was gathered from a 
renowned Montenegrin sports equipment 
distributor. The dataset included four months' 
worth of sponsored social media post views to e-
commerce websites, from October 2018 to 
January 2019. The dataset included the following 
attribute groups: Web metrics (12 attributes, such 
as the average number of sessions, the average 
session duration, operating system used, etc.), 
Product description data (19 attributes, such as 
number of products purchased from the different 
product categories, product discount, etc.) and 
Purchase history data (8 attributes, such as 
recency, frequency and monetary).1 In total, 
33,662 sessions were successfully completed 
across six online direct marketing campaigns on 
social media (while one user can complete more 
than one session). The company's internal product 
database, Google Analytics, and Facebook 
Business Manager were combined to create the 
complete dataset, which was then pre-processed 
and made ready for analysis.  

For the study, the complete dataset is split into 
training and test data. In the training data set, only 
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40 customers directly responded to the offer, i.e., 
made a purchase, yielding a response rate of only 
0.41%. The training dataset included the history of 
web and purchasing behavior of 9660 website 
visitors from Campaign 1 to Campaign 4, as well 
as an indicator of their response to the following 
Campaign 5. Without including new visitors who 
first appeared in Campaigns 5 or 6, the set for 
model testing included the same data categories 
as the training set for 7929 visitors from 
Campaigns 1 through Campaign 5, as well as the 
response indicating whether a customer 
responded to Campaign 6 (there were 40 
purchases in this campaign as well).  

The class distribution in the training and test 
sets is shown in Table 1.  

 
Table 1. Class distribution in training and test sets 
 

 Respondents 
Non-

respondents 
Campaign 

Training 
set 

40 9620 C1-C4, C5 

Test set 40 7889 C1-C5, C6 

 
  

3.2 Methods and Proposed Procedure 

 
In this paper, several methods will be applied: 

K-means clustering, SVM for data balancing, as 
well as a set of classifiers, which will be 
individually described in this section. 

K-means clustering is a well-known data mining 
technique that has seen widespread application in 
marketing research. Generally, clustering is the 
process of grouping similar objects into groups. K-
means [25] clustering is a technique that, for the 
chosen value of k, identifies k of object clusters, 
which are based on objects close to the center of 
k groups (calculating Euclidean distances), with 
the center defined as the average of the n-
dimensional attribute vectors of each cluster. 
Thus, k-means is an unsupervised technique for 
classifying consumers into a fixed number of 
clusters, with consumers within the clusters as 
similar as possible, and clusters as dissimilar as 
possible. As a result, k-means clustering will be 
used in this paper to group similar potential 
customers from the non-respondent segment, 
based on their features recorded in the database. 
By taking representatives from each cluster, more 
heterogeneous representatives of non-respondent 
customers are obtained, which provides 
classification algorithms for easier differentiation 
from respondents. 

The support Vector Machine method (SVM), 
introduced by Vapnik [26], is successful in solving 
the issues of class overlapping and class 
imbalance. The algorithm constructs a hyperplane 

between examples (attribute vectors) belonging to 
different classes that can discriminate the classes 
to the greatest extent possible, regardless of the 
number of instances available to learn from [9]. As 
a result, SVM eliminates data noise, i.e., class 
overlap, and complements the minor class with the 
most relevant examples by moving the margin to 
the closest, and hence most similar, examples of 
the major class and putting them into the smaller 
class [27]. As a result, SVM was applied as a data 
pre-processor to balance the data and improve 
classification accuracy, as it was similarly done in 
previous research for the same purpose [22] [27]. 

The following classifiers were tested on the pre-
processed dataset, as well as before pre-
processing on the original dataset, in order to 
compare the results and model performances: 
Decision Tree (DT) [30], [31], Logistic regression 
(LR) [32], Gradient Boosted Trees (GBT) [33], k 
Nearest-Neighbor (kNN) [34], Random Forest 
(RF) [35] and SVM. 

The DT technique separates the dataset into 
subgroups based on attribute values so that each 
subgroup has as many examples of one class as 
feasible. During inductive division, a tree-shaped 
model is produced, after which the approach is 
named. When it comes to Logistic Regression, in 
its most common version, LR, as a classification 
approach, covers binary outcomes - this technique 
involves estimating the likelihood of a discrete 
result given the input variables.  

The goal of the k-nearest neighbor method is to 
find the nearest neighbors of a given query point 
so that we may assign a class label to that point. 
The k-NN approach is based on the assumption 
that related items exist nearby.  

The Gradient Boosting Trees technique 
chooses the next DT model with the lowest 
residual error from the previous batch of DT 
models. As a result of reducing residual error, 
succeeding models will favor the accurate 
categorization of previously misclassified cases. 
Finally, the Random Forest method, during the 
training phase, employs random attribute 
selection to generate a greater number of decision 
trees. In this sense, it is an expansion of the 
fundamental notion of individual DT classifiers in 
order to generate a greater number of 
classification decision trees. As a result, the last 
two approaches, GBT and RF, combine the 
ensemble meta-algorithm and the DT classifier. 

Predictive procedures for B-SVM and CB-SVM 
consisted of the following steps.  

For B-SVM, a random subset of non-
respondents equal to the number of respondents 
was first selected from the training set (random 
undersampling). SVM was trained on such a 
sample using k-fold cross-validation and then 
applied to the entire training set. The original label 
is replaced by SVM prediction.   
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In CB-SVM, first, non-respondent clustering 
was completed using k-means clustering (Davies-
Bouldin index was used to determine the optimal 
number of clusters). To achieve balanced classes, 
the same number of instances were randomly 
picked from each cluster of non-respondents, in 
order to balance the number of non-respondents 
with the number of respondents. In the k-fold 
cross-validation technique, the SVM model with 
the greatest prediction performance is obtained. 
Then, trained SVM is applied to the training 
dataset, and SVM prediction replaces the original 
class label.  

A minor class of respondents is supplied with 
similar instances from the major (non-
respondents) class in both procedures and class 
balance is attained, similar to [9]. The training set 
description after pre-processing is given in Table 
2. 

 
Table 2. Class distribution in training set after pre-

processing  
 

 Respondents 
Non-

respondents 
B-SVM 

preprocessing 
1221 8439 

CB-SVM 
preprocessing 

2896 6764 

 
The updated (balanced) training dataset is used 

to train the following classifiers: DT, LR, GBT, k-
NN, RF, and SVM. In k-fold cross-validation, the 
models with the greatest prediction performances 
are chosen. Finally, trained classifiers are then 
applied to the original imbalanced test set 
(40:7889) and the predictive performance is 
obtained for each of the chosen classifiers.  

The predictive procedure is shown in Figure 1. 
 

 
 

 
Figure 1. Proposed predictive procedure 
 
It can be seen from Figure 1 that, unlike the 

standard undersampling technique, the training of 
the classifier is performed on the complete training 
set and not on the sample, while the training of the 
SVM preprocessor is performed on the balanced 
sample. The trained models are applied to the 
original unbalanced test set. 

The models will be evaluated using a set of 

performance metrics: Sensitivity, Specificity, AUC 
and Balanced Accuracy (BA). Apart from AUC, 
which shows the ability of the model to 
differentiate between positive and negative 
classes, the other three metrics are computed by 
utilizing the values from the confusion matrix. 
Confusion matrix is presented in Table 3.  

 
Table 3. Confusion matrix 

 

Actual class 
Predicted class 

Positive Negative 

Positive True Positive (TP) 
False Negative 

(FN) 

Negative 
False Positive 

(FP) 
True Negative 

(TN) 
 
Using the values from the matrix, the 

performance metrics are calculated as follows: 
 

Sensitivity = TP / (TP + FN) 
Specificity = TN / (TN + FP) 

BA = (Sensitivity + Specificity) / 2 
F1 Score = 2TP / (2TP + FP + FN) 

 
For this research, the Sensitivity metric is of the 

greatest importance, as the paper aims to solve 
the class imbalance problem and to correctly 
identify as many examples of the positive class. 

4. RESULTS AND DISCUSSION 

Following the proposed procedure described in 
the previous section, the first step included the 
clustering of non-respondents targeted in 
observed campaigns. To optimize the number of 
clusters, the Davies-Bouldin index was used. The 
results of this procedure are presented in Figure 
2. 
 

 
Figure 2. Davies-Bouldin index 

  
From Figure 2, it can be seen that the best DB 

result is obtained for eight clusters since there is 
the greatest drop in the result (from 7 to 8 
clusters). Therefore, this number is chosen as 
optimal. 

The rest of the proposed procedure is followed 
and the results obtained on the test set, i.e. 
unknown data, for all tested classifiers, are given 
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in Table 4. This table contains the results of 
predictive performances of standalone models 
(without preprocessing), models with B-SVM pre-
processing, and models with CB-SVM pre-
processing. Also, due to the performance 
comparison, the results of the model with 
undersampling and SMOTE techniques are 
shown. The decision threshold for all models is 
defined using the threshold optimizer so that the 
relationship between sensitivity and specificity is 
optimal. This was achieved by specifying the 
maximum F1 Score as a criterion for the optimizer. 

 
Table 4. Predictive performance of classification 

algorithms on the test set 
 

Classifier Sensitivity Specificity AUC BA 

Standalone models 

DT 12.50% 99.87% 0.608 56.19% 

LR 15.00% 99.59% 0.680 57.30% 

GBT 10.00% 99.63% 0.727 54.82% 
kNN 2.50% 99.89% 0.593 51.20% 
RF 30.00% 99.38% 0.830 64.69% 

SVM 52.50% 93.79% 0.725 73.15% 
Models with B-SVM pre-processing 

B-SVM DT 70.00% 82.99% 0.756 76.50% 
B-SVM LR 70.00% 79.77% 0.798 74.89% 

B-SVM 
GBT 70.00% 80.50% 0.805 75.25% 

B-SVM 
kNN 65.00% 77.94% 0.767 71.47% 

B-SVM RF 70.00% 80.38% 0.831 75.19% 
B-SVM 
SVM 75.00% 79.54% 0.746 77.27% 

Models with CB-SVM pre-processing 
CB-SVM 

DT 80.00% 65.60% 0.612 72.80% 
CB-SVM 

LR 77.50% 64.43% 0.607 70.97% 
CB-SVM 

GBT 80.00% 64.10% 0.682 72.05% 
CB-SVM 

kNN 70.00% 65.70% 0.706 67.85% 
CB-SVM 

RF 75.00% 65.07% 0.760 70.04% 
CB-SVM 

SVM 72.50% 65.33% 0.646 68.92% 
Models with SMOTE oversampling 

SMOTE DT 52.50% 85.90% 0.642 69.20% 
SMOTE LR 62.50% 79.24% 0.745 70.87% 

SMOTE 
GBT 60.00% 86.50% 0.815 73.25% 

SMOTE 
kNN 57.50% 84.47% 0.808 70.99% 

SMOTE RF 55.00% 83.91% 0.776 69.46% 
SMOTE 

SVM 70.00% 88.07% 0.790 79.04% 
Models with Undersampling 

Undersamp 
DT 72.50% 74.55% 0.732 73.53% 

Undersamp 
LR 75.00% 73.62% 0.818 74.31% 

Undersamp 
GBT 85.00% 69.49% 0.861 77.25% 

Undersamp 
kNN 75.00% 46.72% 0.679 60.86% 

Undersamp 
RF 72.50% 75.55% 0.840 74.03% 

Undersamp 
SVM 72.50% 64.75% 0.665 68.63% 

 
With standalone classification models, without 

prior data processing and balancing, given that 
class imbalance is very high (0.41%), most 
positive examples, i.e. respondents, are ignored 
and classified as negative examples. Hence, 
standalone models treat this small number of 
respondents as noise in the dataset. However, 
given the importance of accurately identifying 
customers who will respond to a direct marketing 
campaign (true positives from the confusion 
matrix), the sensitivity metric is the key emphasis 
of this study. From Table 4, it can be observed that 
this metric is very low in standalone models, 
ranging from 2.5% in kNN and SVM to 30% in RF. 
Hence, such models could not be utilized as 
effective customer response models, since they 
would only target a maximum of 30% of actual 
respondents in the campaign, missing a large 
proportion of potential customers. In addition, the 
AUC of standalone models is very low: 0.608, 
0.680 and 0.593 for DT, LR and kNN respectively. 
The closer the AUC result is to 0.5 the lower the 
ability of the model to distinguish between positive 
and negative classes. A better AUC result is 
obtained for the RF (0.830) model.  

The results for B-SVM indicate improvements in 
the most relevant metric – Sensitivity, by a large 
amount. After balanced undersampling and SVM 
pre-processing, the SVM model showed the best 
performance, with this metric amounting to 75% 
(an increase of over 72 percentage points). Also, 
all other models achieved a sensitivity of 70% and 
more, except for kNN, whose sensitivity increased 
from 2.5% to 65%. All tested classifiers showed 
improvement in AUC results, all about 0.8, 
indicating that the models have a very good ability 
to differentiate between classes, which is of great 
importance in selecting future respondents, 
compared to non-respondents. 

Finally, the CB-SVM obtained the best 
sensitivity. This approach further improved the 
performance of the previously described models, 
showing the importance of clustering the non-
respondents, i.e. majority class. Sensitivity levels 
increased in all models apart from CB-SVM SVM, 
with the best result again achieved for DT and 
GBT models after suggested pre-processing 
(80%). However, the specificity, AUC and BA are 
lower than that of the B-SVM model. 

Figure 3 shows the gradual improvement of the 
sensitivity metric for all base classifiers. 
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Figure 3. Sensitivity metric overview 

 
From Figure 3, it can be seen that the most 

significant improvement was obtained for LR (10% 
- 70% - 80%), and also the superiority of the CB-
SVM approach with the best performances across 
all tested models. Figure 4 shows the AUC values 
for all tested models. 
 

 
Figure 4. AUC metric overview 

 
Figure 4 shows a significant improvement in the 

AUC metric for the B-SVM model compared to the 
standalone models. CB-SVM preprocessing did 
not improve the AUC achieved by B-SVM. 

By comparison with resampling techniques 
based on Table 4, it can be seen that SMOTE 
gives significantly lower sensitivity compared to B-
SVM and CB-SVM, while AUC and BA are mostly 
lower compared to B-SVM. With the 
undersampling technique, the sensitivity is mostly 
lower compared to CB-SVM, specificity is lower 
across all models compared to B-SVM, while the 
other parameters are similar to B-SVM. However, 
with the undersampling model, these parameters 
vary more from classifier to classifier than with B-
SVM. For example, AUC varies from 0.665 to 
0.861 (standard deviation of about 8%), while for 
B-SVM it ranges from 0.746 to 0.831 (standard 
deviation of about 3%). 

Figure 5 shows the relationship between 
sensitivity and specificity, for example, of all GBT 
models (standalone, B-SVM preprocessed, CB-
SVM preprocessed, with SMOTE oversampling 
and with undersampling). The best model is the 
one for which the corresponding point on the 
graph is closer to the upper right corner, i.e. points 
(1,1) [22]. 

 
Figure 5. Relationship between sensitivity and 

specificity for GBT models 
 

From Figure 5, it can be seen that the point 
closest to the upper right corner is point (70.00%, 
80.50%), which, based on Table 4, corresponds to 
the B-SVM GBT model because its sensitivity is 
70% and specificity is 80.5%. The situation is 
similar to other classifiers. Therefore, the optimal 
ratio of sensitivity and specificity is provided by the 
approach with B-SVM preprocessing. 

Based on the results, the following conclusions 
can be drawn: 

1. B-SVM preprocessing improves the 
predictive performance of customer response 
models based on machine learning classifiers 
under extremely high-class imbalance. 

2. CB-SVM preprocessing improves the 
sensitivity of the classifier compared to B-SVM, 
which means that clustering provides examples of 
the major class that are more informative for 
distinguishing examples of the smaller class 
(respondents).  

3. CB-SVM preprocessing reduces the 
specificity compared to the B-SVM approach 
because due to clustering, more examples of the 
major class are included in the balanced sample 
that are far from the SVM margin (non-support 
vectors) and are not relevant for distinguishing this 
class [1]. 

4. B-SVM and CB-SVM preprocessing give 
better sensitivity than the SMOTE technique, i.e. 
better identify respondents. 

5. B-SVM and CB-SVM preprocessing gives 
better or similar performance to classifiers 
compared to undersampling, but with less 
variability, which can increase managers' 
confidence in data-based decision making. 

6. The best ratio between sensitivity and 
specificity is achieved by B-SVM. So, with this 
approach, the customer response model will 
perfectly identify both respondents and non-
respondents. 

7. The CB-SVM approach achieves the best 
sensitivity. With it, the respondents will be 
identified more precisely than with the previous 
one, but because of this, the model will incorrectly 
classify more non-respondents as respondents. 
This means that more direct offers will be made 
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than in the case of the previous approach. 
However, considering online campaigns through 
social networks, where the offer costs the 
customer very little, this is not so significant from 
an economic point of view. In this study, the 
approach using CB-SVM preprocessing has 
achieved the best sensitivity scores.   

5. CONCLUSION 

Numerous past studies have highlighted the 
relevance of class imbalance problems in direct 
marketing, as well as in machine learning 
applications in general. However, this issue is 
particularly interesting in digital direct marketing, 
either done via email or social media. The costs of 
such media can be relatively lower compared to 
traditional postal service, and hence, can include 
a larger number of targeted customers. On the 
other hand, the number of actual customers, i.e. 
respondents in this case is even lower, due to a 
larger initial base. Therefore, response rates of 
around 1% can be considered very successful. In 
this paper, this issue was treated on a database 
with only a 0.41% response rate, which proved to 
be challenging for the classification task of base 
classifiers.  

To overcome this issue, in this paper, B-SVM 
and CB-SVM data preprocessing is proposed, 
which includes the step of balanced 
undersampling (random and clustering-based) of 
the training set, training SVM on such a sample, 
applying the trained SVM on the entire training set 
and replacing of the original label by SVM 
prediction. Various classifiers were trained on the 
preprocessed training set and applied to the 
unbalanced test set. The results were compared 
to the undersampling and SMOTE balancing on 
the same dataset and using the same classifiers. 
The proposed approach leads to high values of all 
performance metrics and shows better results 
than undersampling and SMOTE on extremely 
unbalanced data on which it was tested. 

Such results have practical implications for 
decision-makers in marketing. Using this 
technique, they can more precisely select and 
target their potential customers in future marketing 
campaigns. An increase in sensitivity values 
indicates that the chances of targeted respondents 
are higher. In addition, the increase in specificity 
shows that the costs of the campaign can be 
reduced. Overall, the expected increase in the 
share of respondents and a decrease in costs may 
lead to more profitable campaigns and general 
marketing efforts. Since customers on social 
media are constantly targeted by different kinds of 
brands sharing a range of offers, it is important to 
select and target specifically those customers who 
will find the company’s offer relevant. Therefore, 
using this approach doesn’t only have benefits for 

businesses, but for their potential customers as 
well.  

In future research, this approach could be tested 
on different unbalanced data sets from direct 
marketing and other areas of application such as 
churn prediction, credit risk, sentiment analysis 
and the like. 
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Abstract: This work proposes the model of the 
event processing network for the systematic 
reduction of interoperability deviations in a 
business ecosystem. Complex event processing 
technology supports real-time events monitoring 
in collaborative business processes for the 
behaviors specified as interoperability deviations, 
generating alerts when such situations occur. As a 
reaction, alerts on interoperability deviations are 
delivered as personalized information to the right 
consumer as a designated collaboration partner. 
The event processing network enables 
collaboration partners to be proactive in 
interoperability deviations and to eliminate the 
impact of interoperability deviations on the 
business process objectives in the business 
ecosystem. In observing the data as events about 
realized collaborative business processes during 
this research, characteristic patterns of events 
were discovered. The logic for event processing 
was specified for the systematic reduction of 
interoperability deviations in the business 
ecosystem. This work proposes two processes 
with phases to facilitate the development of the 
proposed event processing network in a business 
ecosystem. 

 
Index Terms: Collaborative business processes, 

complex event processing, interoperability, event 
causality, event processing network, knowledge 
discovery from data  

1. INTRODUCTION 

BUSINESS ecosystem requires flexible and 

adaptable relationships between 

collaboration partners and monitoring of mutual 

influences. Present misunderstandings in the 

collaboration of heterogeneous and autonomous 

systems [1] indicate that it is necessary to 

harmonize their collaborative business processes 

with different priorities, goals, and opportunities 

[2-7]. One of the challenges of digital 

transformation [8], [9] is achieving organizational 

interoperability. Organizational interoperability 

[10-16] implies previously fulfilled technical, 

syntactic, and semantic interoperability [17-20]. 

The interoperability can be threatened due to 

frequent changes in autonomous systems in the 

dynamic and turbulent environment [21], [22]. It is 

shown that the current ways of managing 

interoperability [23-27] in collaborative systems, 

are not proactive [4] and cannot support the 

detection of interoperability deviations and 

proactively eliminate interoperability barriers. In 

practice, the effects of collaboration faults are 

resolved, but their causes [4], [28], [29] are not 

resolved in the competent departments of 

business organizations.  

Solving interoperability deviations should be 

extended to all collaboration participants to 

broadly define the significance of the problem for 

all collaboration participants. There is an evident 

lack of automated monitoring interoperability 

barriers [30-35] in business systems and their 

harmonization. After achieving interoperability 

[12] its regular analysis and control are missing, 

with the aim of continuous improvement and 

preservation [4], [5].  

It is necessary to monitor the state of 

interoperability continuously [25], [26], where 

numerous collaborative business processes and 

partners exist. In the business ecosystem, it is 

necessary to present the detected interoperability 

deviations and their impact on the business 

process objectives to all partners in collaboration. 

Partners participating in collaborative business 

processes should be able to proactively reconcile 

misunderstandings created during the exchange 

of data, information, and services and to 

harmonize their business processes in the 

business ecosystem.  

The main contribution achieved in this paper is 

the event processing logic for the systematic 

reduction of interoperability deviations in the 

business ecosystem. The event processing logic 

is specified based on the event causality in the 
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collaborative business processes. The event 

processing logic by using complex event 

processing technology should: detect 

interoperability deviations in real-time [36-40] and 

present the interoperability deviations to the 

collaboration partners in the business ecosystem. 

Contributions that have also been achieved in 

this work represent process (1) for discovering 

event patterns in the collaborative business 

processes and process (2) for defining the event 

processing network for the systematic reduction 

of interoperability deviations in the business 

ecosystem.  

This work is organized into 5 sections. Section 

2, after the introduction of the work, presents the 

literature review on the technology of complex 

event processing, knowledge discovery from 

data, and issues of interoperability in this work. 

Section 3 describes a proposed event processing 

network for the systematic reduction of 

interoperability deviations in a business 

ecosystem. Section 3.1 presents the application 

of process 1 of discovering event patterns in 

collaborative business processes. Section 3.2 

presents process 2 of describing the building 

blocks of the proposed event processing network 

for the systematic reduction of interoperability 

deviation in the business ecosystem. Section 4 

discusses the results achieved in the example of 

the application of event processing logic for the 

systematic reduction of interoperability deviations 

in the selected business ecosystem. Finally, in 

section 5, the conclusions are presented. 

2. RELATED WORK 

The most frequently cited definition of 

interoperability in the literature is TOGAF [41]. 

„Interoperability, within the context of European 

public service delivery, is the ability of disparate 

and diverse organizations to interact towards 

mutually beneficial and agreed to common goals, 

involving the sharing of information and 

knowledge between the organizations through 

the business processes they support by the 

means of the exchange of data between their 

respective ICT systems” [10]. Many concepts and 

terms are used in the literature considering 

interoperability [2], [3], [4], [19], [29]. In this 

paper, the term collaborative business process 

(CBP) is used. According to [3] CBPs are 

"business processes whose activities are carried 

out by two or more autonomous organizations".  

This paper raises the question of 

interoperability in the business ecosystem as a 

basic problem. In the paper [42] it is emphasized 

that ''approaches to foster interoperability in the 

era of digital innovation are not straightforward 

and imply complex standardization efforts, design 

knowledge about standards and platforms, as 

well as collaborative engagement between 

multiple stakeholders.'' In this paper, an event 

processing network is proposed, which has the 

task of explicitly forwarding alerts to all 

collaboration partners and pointing directly to 

those responsible for resolving interoperability 

barriers. In this way, interoperability problems are 

eliminated in the services registered for the 

resolution of interoperability deviations according 

to the interoperability layers: technical, syntactic, 

semantic, and organizational. The proposed 

solution includes both technological and 

organizational aspects of interoperability. The 

paper [5] suggests that enterprises are not 

interoperable because of interoperability barriers. 

Most of the research and developments are 

focused on the technology aspect to solve 

interoperability problems [33]. From literature 

[42], ‘'regarding the weaknesses of existing 

interoperability assessment models, few existing 

interoperability assessment models contain 

syntactic, semantic, or organizational 

interoperability layer”. Technical interoperability is 

“usually associated with hardware/software 

components, systems, and platforms that enable 

machine-to-machine communication to take 

place” [12]. Syntactical interoperability is usually 

associated with data formats [12]. Semantic 

interoperability [17-20] “is usually associated with 

the meaning of content and concerns the human 

rather than machine interpretation of the content” 

[12]. Organizational interoperability depends on 

successful technical, syntactic, and semantic 

interoperability [12], [43-47]. 

The proposed solution in this paper allows 

indicating to collaboration partners in the 

business ecosystem the impact of interoperability 

deviations on the objectives of business 

processes. The proposed solution in this paper 

can improve the exchange between actors and 

create value in ecosystems. Interoperability has 

been considered a major bottleneck in digital 

business ecosystems [48], hampering 

collaboration and information exchange between 

the actors involved [49-51].  

The proposed solution in this paper is intended 

for collaborative systems during the operational 

phase. This solution detects deviations of 

interoperability from data about realized 

collaborative business processes in real-time in 

the business ecosystem. By requiring a specified 

event processing logic based on the inheritance 

of interoperability deviations in the entire 

business ecosystem, this solution enables 

collaboration partners to proactively eliminate 

interoperability deviations. 

A significant number of works deal with 

interoperability measuring problems [30-35], [52]. 

Paper [33] emphasizes that ‘’Existing approaches 

mainly focus on maturity measure issues” [7], 
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[10], [11], [17], [18] less on interoperability 

compatibility and performance measure. The 

interoperability compatibility measurement can 

only be performed when the two partner/system 

of the interoperation is known. The performance 

measurement is to be done during the test or 

operation phase of two interoperate enterprises.  

The proposed solution in this paper can be an 

upgrade to any of the ways to achieve 

interoperability that have already been 

implemented in the business ecosystem, such as 

implemented standards, technology platforms, 

architectures, and other solutions. The proposed 

solution can be adapted to any implemented 

solutions, which avoids hindering 

competitiveness, innovation, security, and 

reliability. 

According to the literature review that was 

dealt with in the paper [41] ''Factors leading to 

emergent low interoperability are diverse and 

include uncoordinated changes to agreed-upon 

standards, technological turbulence, that is, 

multiple new standards or platforms that emerge 

in an ecosystem'' [53] ‘’or the individual 

commercial interests of stakeholders involved in 

the development of an interoperability standard 

hindering agreement on technologies and 

specifications. [54-57]. 

The proposed solution contributes to 

sustainability [58] and interoperability. The 

proposed solution in this paper enables 

continuous adaptation of the event processing 

network to changes in collaboration systems. 

One of this sustainability is envisaged and 

includes the ability to detect interoperability 

deviations in time optionally.  

The knowledge discovery process is shown in 

the paper [59] as an iterative sequence of the 

following phases: (I) Data cleaning, (II) Data 

integration, (III) Data selection, (IV) Data 

transformation, (V) Data mining, (VI) Pattern 

evaluation, (VII) Knowledge presentation. These 

phases were adapted in this research for 

systematic reduction deviation interoperability in 

the business ecosystem. The phase of data 

mining is adapted to using qualitative, 

quantitative, and cause-and-effect analyses.  

The proposed phase of pattern evaluation 

specifies the event processing logic for detecting 

interoperability deviations in the business 

ecosystem. The proposed phase of knowledge 

presentation specifies the event processing logic 

for generating alerts about the detected 

interoperability deviations to the collaboration 

partners in the business ecosystem. These 

proposed phases of process 1 are also a 

research method used during the observation of 

the system in collaboration in this work, where 

conclusions were reached about the event 

causality in collaborative business processes and 

the inheritance of interoperability deviations in the 

business ecosystem.  

The proposed solution in this paper supports 

the autonomy of systems in collaborations. The 

event processing model is based on the complex 

event processing (CEP) technology that enables 

real-time processing, flexibility, independence, 

and extensibility without affecting the 

autonomous systems of participants in 

collaborative business processes. Many papers 

define complex event processing [21], [22], [36-

40], [60-64]. 

It was determined the technology of complex 

event processing that can meet the requirements 

of detecting interoperability deviations in the huge 

amounts of data created by recording data about 

realized collaborative business processes and 

monitoring interoperability in a business 

ecosystem. Event processing, known in the 

scientific literature as complex event processing 

[21], [22], [28], [29], [36-40] is a key approach in 

the development of smart systems for extracting 

complex events as valuable information from the 

flow of primitive events.  

The proposed event processing network for the 

systematic reduction of interoperability deviations 

is specified by seven building elements: event 

types, event producers, event consumers, event 

processing agents, global state elements, event 

channels, and event contexts following the 

definition method described in the book [65].  

As highlighted in the book [65], the reasons for 

applying complex event processing principles are 

accepted for the proposal offered in this paper: ‘’it 

supports event observation and is used to 

monitor systems or processes for unexpected 

behaviors and generate alerts when such 

situations occur’’ [40]. As a reaction, alerts are 

created for the consumer. It delivers personalized 

information to the right consumer at the right 

time.  

Event causality is described as a key term in 

the book [28]. In this paper, the event causality is 

considered from the aspect of interoperability, 

and collaboration faults can be identified that 

affect the values of the business process.  

3. SYSTEMATIC REDUCTION OF INTEROPERABILITY 

DEVIATIONS IN THE BUSINESS ECOSYSTEM 

This section presents the event processing 

network for the systematic reduction of 

interoperability deviations in a business 

ecosystem. The task of the proposed event 

processing system is to detect interoperability 

deviations and forward generated alerts to 

collaboration partners about interoperability 

situations in the business ecosystem. Complex 

event processing technology supports event 

observation and is used in the proposal to 
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monitor collaborative business process behaviors 

specified as interoperability deviations and to 

generate alerts when such situations occur.  

The event processing network for the 

systematic reduction of interoperability deviations 

in collaborative business processes with a large 

number of collaboration partners should enable 

the following: 

• Sustainable interoperability despite changes 

that occur over time in the business 

ecosystem; 

• Automated and continuous monitoring of 

interoperability in a collaborative 

environment with numerous autonomous 

and heterogeneous information systems; 

• High degree of knowledge and awareness of 

interoperability in the business ecosystem; 

• Proactive resolution of interoperability 

deviations; 

• Insight into the detected interoperability 

deviations and the effect of the detected 

interoperability deviations on the value of 

business process objectives to 

collaboration partners in the business 

ecosystem.  

 

Two proposed processes in this paper facilitate 

the development and definition of the event 

processing network for the systematic reduction 

of interoperability deviations in a business 

ecosystem: 

1. Process of discovering the event patterns in 
the collaborative business processes and 
specifying the logic of event processing;  

2. Process of defining building components of the 
event processing network. 

Executed process 1 should result in the 

specification of the event processing logic:  

• Specified event processing logic for 

detecting interoperability deviations in the 

selected business ecosystem; 

• Specified event processing logic for 

generating alerts for collaboration partners 

where detected interoperability deviations 

were; 

• Specified event processing logic for 

generating alerts for proactive action to 

designated collaboration partners to avoid 

interoperability deviations; 

• Specified event processing logic for 

generating alerts for designated 

collaboration partners to eliminate the 

impact of interoperability deviations on 

business process objectives.  

 

Phases of process 1 are also a research 

method that was used during the observation of 

collaborative business processes and arrived at 

the data processing logic for the systematic 

reduction of interoperability deviations in the 

business ecosystem. 

In this research, the collaborations of 

information systems of healthcare and healthcare 

institutions were observed. During the 

observation for 100 days, data about the 

performed collaborative business processes were 

collected. The goal was to discover the 

characteristic event patterns in the data recorded 

about the performed collaborative business 

processes and specify the logic for event 

processing.  

The analysis of collected data on collaborative 

business processes led to the conclusion that the 

occurred interoperability deviation in one 

collaborative business process can also appear 

in other collaborative business processes of the 

observed business ecosystem. This inheritance 

of interoperability deviations indicated the 

possibility of its proactive prevention where the 

interoperability deviation did not occur at 

numerous collaboration partners in the observed 

business ecosystem.  

The conditions under which the inheritance of 

interoperability deviations is confirmed are also 

defined. Confirmed event causality in any 

collaborative business process of a selected 

business ecosystem points to the interoperability 

deviation.  

Identification of collaborative business 

processes and the business ecosystem, in which 

the event processing network can be applied for 

the systematic reduction of interoperability 

deviations should support the following:  

• Collaborative business processes in which 

collaboration faults can be identified that 

affect the values of the business process 

(confirmation of the event causality) and 

that these values are used in a series of 

collaborative business processes as a 

''common collaborative activity''.  

• Collaborative business processes in which a 

“common collaborative activity” is used.  

• Collaborative business processes in which 

the event causality is confirmed where 

collaboration faults have effects on the 

business process objective values as 

interoperability deviations.  

• A “common attribute” must exist in other 

collaborative business processes for 

proactive action.  

• A large number of collaborative partners 

should exist in the business ecosystem. 

 

After specifying the event processing logic, it is 

necessary to define the event processing network 

building components for the chosen collaborative 

business processes and set event processing 

logic in the event processing agent component. 
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3.1 Application of Process 1 of Discovering Event 
Patterns in Collaborative Business Processes 

 

In phase 1 of process 1, the following were 

identified: 4 collaborative business processes 

with ‘’common collaborative activity’’, sources of 

data on the results of performed collaborative 

business processes, and partners participating in 

the selected collaborative business processes.

 

 

Figure 1. Event causality and inheritance of the interoperability deviations to the business ecosystem 

Four collaborative business processes (CBP) 

were identified according to the type of 

collaboration partners, and they are labeled as 

AB, CB, DB, and EB, as shown in Figure 1: 

Type of collaboration AB - The collaborative 

business process (AB) for health insurance 

institutions (B) and the institution (A) was 

identified. In this collaborative business process, 

data on collaboration faults in the process of 

creating insurance for the insured person is 

logged; 

Type of collaboration CB - The collaborative 

business process CB between hospitals, clinics, 

family health institutions, specialist health 

institutions (C), and a health insurance institution 

(B) was identified to check data in the patient 

medical treatment process. In this collaborative 

business process, data is logged as a result of 

the performed collaboration with data about the 

objectives of the business process for the patient; 

Type of collaboration DB - The collaborative 

business process (DB) between pharmacies (D) 

and health insurance institutions (B) was 

identified to check data in the process of 

dispensing medicines. In this collaborative 

business process, data is logged as a result of 

performed collaboration with data about the 

objectives of the business process for the patient; 

Type of collaboration EB - The collaborative 

business process (EB) between health care 

institutions (E) and health insurance institutions 

(B) was identified to check data in the process of 

administering the costs of provided health 

services; 

In phase 2, the data collected from the 

collaborative business processes AB, CB, DB, 

and EB were preprocessed according to phases: 

data cleaning, data integration, data reduction, 

and data transformation.  

Data cleaning – Values of collaboration data 

were monitored daily. The values of collaboration 

faults in set S have been recorded, while the 

business process objective values in sets X, Y, 

and Z have been recorded. First, only values 

false to business process objectives in X, Y, and 

Z have been recorded. However, due to a more 

accurate and broader picture, it was decided to 

collect value true to business process objectives. 

For inconsistencies, the data collected during the 

weekend, which should be viewed differently, had 

been rejected as inconsistencies in the analysis. 

After data cleaning, consistent data for the 

following data analysis was obtained.  

Data integration - The data about 

collaborations AB, CB, DB, and EB from different 

data sources have been recorded in Excel tables 

daily. Due to a large amount of data and easy 

data manipulation, the database was created 

from all data sources. 

Data selection – The key attributes in observed 

data have been selected and their dependent 

attributes in the tables S, X, Y, and Z: 
S (DeviationOccurenceTime_s, DeviationID, DeviationSemantic, InsuredID)  
X, Y, Z (DeviationOccurenceTime, InstitutionID, PatientId, Status) 

Key attributes ‘’Collaboration Faults’’ = 

’’DeviationID’’ and ‘’Values of business process 
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objective” = ’’Status’’ are determined.  

Data transformation - Selected data have been 

transformed in the format SX, SY, and SZ in 

which the collaboration fault and the business 

process goal value are linked according to the 

same entity PatientID=InsuredID. 
 

SX (PatientID, InstitutionID, Status, DeviationID, DeviationSemantic,  

  DeviationOccurenceTime_s, DeviationOccurenceTime)  

SY (PatientID, InstitutionID, Status, DeviationID, DeviationSemantic,  

         DeviationOccurenceTime_s, DeviationOccurenceTime)  
SZ (PatientID, InstitutionID, Status, DeviationID, DeviationSemantic,  

         DeviationOccurenceTime_s, DeviationOccurenceTime) 

 

In phase 3 the quantitative analysis provided a 

deeper understanding of the data as an event 

about the observed collaborative business 

process. By summarizing the number of 

occurrences of events by day, in which the 

relationship between the event "collaboration 

fault" and the event "business process objective 

value" was observed, the need to develop the 

event processing network for the systematic 

reduction of interoperability deviations was 

confirmed. 

In phase 4 as the qualitative analysis, the 

values for the attributes: interoperability layer, 

competent departments, workplace, and type of 

deviation were set as additional information on 

interoperability deviations in the state table that 

will be used in the operation of the event 

processing network. 

In phase 5 as the cause-effect analysis, the 

event causality in the collaborative business 

process was confirmed. The event causality is 

confirmed by experimental testing whether the 

event s (collaboration faults) cause events x, y, 

and z (business process objective values) for the 

observed many entities in the collaborative 

business processes (AB, CB, DB, and EB). The 

following clarification is given: 

CB collaboration (s1→ x1) - for the observed 

patient, the collaborative fault (event s1) caused 

the health insurance value (event x1) in the 

patient treatment process, which confirms the 

event causality as the interoperability deviation 

(sx);  

DB collaboration (s1→ y1) - for the observed 

patient, the collaborative fault (event s1) caused 

the health insurance value (event y1) in the drug 

dispensing process, which confirms the event 

causality as the interoperability deviation (sy); 

EB collaboration (s1→ z1) - for the observed 

patient, the collaborative fault (event s1) caused 

the health insurance value (event z1) in the 

process of administration of the patient's medical 

treatment costs, which confirms the event 

causality as the interoperability deviation (sz). 

This confirms the impact of the collaborative 

fault (event s) on business processes objectives 

(events x, y, z) as the principle of the event 

causality in all observed collaborative business 

processes CB, DB, EB of the business 

ecosystem.  

The experiment confirmed that the 

interoperability deviations that occurred in one 

collaborative business process are inherited (are 

appeared) in any collaborative business process 

with the confirmed event causality. From the 

inheritance of interoperability deviations comes 

the possibility of the appearance of collaboration 

faults in collaborative business processes in 

which the event causality is confirmed under the 

condition that there is an attribute on which the 

collaboration faults occurred, called a ''common 

attribute''.  

Interoperability deviations that occurred in CB, 

DB, and EB by certain collaboration partners as 

events sx, sy, sz with values of collaboration 

faults “DeviationID” = (26, 8, 6) confirm the 

possibility of appearing these collaboration faults 

at the partners in the collaborative business 

processes where interoperability deviations have 

not yet occurred. In these examples, it was 

identified that common attributes exist: activity 

code and municipality code in the events x, y, or 

z. 

 This confirms the inheritance of interoperability 

deviations in collaborative business processes 

conditioned by the “common attribute”. This 

conclusion indicated the possibility of proactively 

eliminating interoperability barriers in the 

business ecosystem where interoperability 

deviations have not yet occurred.  

In phase 6, the event patterns representing 

interoperability deviations in collaborative 

business processes are identified. The patterns 

are recognized based on the previously 

conducted analysis in phases 1 to 4 and the 

conducted experiment in phase 5 in which the 

impact of the collaboration faults on the goals of 

collaborative business processes is confirmed. 

The recognized event pattern is translated into 

event processing logic and specified in Listing 1. 

 

Listing 1. Event processing logic 1 for detecting  

the interoperability deviations in the collaborative business 

processes. 
 

Listing 1 specifies the event processing logic to 

detect interoperability deviations in the business 

ecosystem. Input events are collaboration faults 
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(event s) and collaborative business process 

goals (events x, y, z). Output events are detected 

interoperability deviations (events sx, sy, sz).  

The logic for the event processing in Listing 1: 

For each event x, y, or z (Collaborative business 

processes goals), it is querying whether there is 

an event s (Collaborations Faults) for the same 

entity InsuredID(s) = PatientID(x,y,z) and 

according to the condition that the time of event s 

is older than the time of event x, y or z. All events 

that satisfy this logic are generated as complex 

events named interoperability deviations (events 

sx, sy, or sz). 

Phase 7 is the visualization (the presentation) 

of the interoperability deviations. Numerous 

partners in the business ecosystem should have 

insight into discovered interoperability deviations 

as well as insight into the impact of collaboration 

faults on the values of business process goals. 

Based on the insights, collaboration partners can 

eliminate the causes of interoperability deviations 

both reactively and proactively.  

 

 

Listing 2. Event processing logic 2 to generate alerts for the 

collaboration partners about interoperability deviations. 

 

Listing 2 specifies event processing to indicate 

to collaborating partners in the business 

ecosystem the interoperability barriers where 

interoperability deviations have occurred. 

Input events are detected interoperability 

deviations and additional data such as type of 

deviation, interoperability layer, and the 

department for resolving misunderstandings all 

from the global state table (element). Output 

events are alerts for collaboration partners about 

interoperability deviations to remove 

interoperability barriers. The logic for the event 

processing in Listing 2: Each event of 

interoperability deviations is enriched with 

additional data from the global state table. After 

that, only for deviations selected as type G, alerts 

are generated for all institutions where the 

interoperability deviation event occurred.  

Listing 3 specifies event processing that 

generates alerts that enable collaboration 

partners in the business ecosystem to avoid 

interoperability deviations proactively. Input 

events are the detected interoperability 

deviations for collaboration partners and 

additional data such as institutions, 

interoperability layers, deviation type, and 

responsible departments for removing 

interoperability barriers. 

 

 

Listing 3. Event processing logic 3 to generate the alerts 

for proactively avoiding interoperability deviations. 
 

Output events are alerts for the proactive 

prevention of interoperability deviations. The logic 

for the event processing in Listing 3: Alerts are 

generated for each detected interoperability 

deviation of a global nature and forwarded to 

those collaboration partners of the business 

ecosystem where interoperability deviations have 

not yet been detected. These partners can 

proactively remove interoperability barriers. 

 

 

Listing 4. Event processing logic 4 to eliminate the impact of 

interoperability deviations on business process objectives. 

 

Listing 4 specifies event processing to 

generate alerts to eliminate the impact of 

interoperability deviations on business process 

objective values in the business ecosystem. 

Input events are the detected interoperability 

deviation and additional data such as institutions, 

interoperability layers, deviation type, and 

responsible departments to eliminate the impact. 

Output events are alerts for the elimination of the 

impact of deviations on the goals of business 

processes. The logic for the event processing in 

Listing 4: For each enriched event interoperability 

deviations are generated alerts to collaboration 

partners to eliminate the impact of interoperability 

deviations on business process goals. All data 

about the interoperability deviation and the 

impact of the deviation on the business process 

goal are sent in an alert.  

The event processing logic shown in Listing 1 

through 4 should enable the detection of 

interoperability deviations and the generating of 

alerts for collaborative partners for any selected 

system with details that will be specific to that 

system but respecting this general logic. Logic 1 
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to 4 is represented as a method in a general way 

and can be adapted during application. The 

column, table, and database names also will be 

different for each system that needs to be 

specified.  

3.2 Application of Process 2 of Definition of the 
Event Processing Network 

Implementation of phases of the process (2) 

resulted in platform-independent definition 

elements (components) of the event processing 

network for the systematic reduction of 

interoperability deviations in the chosen business 

ecosystem: 

1. Definition element of the event producers; 

2. Definition element of the event types; 

3. Definition element of the event processing 

agents (EPAs); 

4. Definition element of global state table 

(GSE); 

5. Definition element of the event contexts; 

6. Definition element of the event channels; 

7. Definition element of the event consumers. 

 

Process 2 uses phases described and used in 

the book [65] that were adapted in this work to 

the systematic reduction of interoperability 

deviations in the business ecosystem. 

These platform-independent definition 

elements were translated into specific elements 

for the WSO2 Complex Event Processing 

platform. The requirements that the event 

processing network for the systematic reduction 

of interoperability deviations in the chosen 

business ecosystem needs to perform: 

• Receives s, x, y, z simple events as the 

result of collaboration, sent by four event 

producers as the collaborative business 

processes AB, CB, DB, and EB; 

• Detects interoperability deviations as 

complex events; 

• Sends the detected interoperability 

deviations to the event processing agent to 

enrich detected events with data from the 

global states table; 

• Sends enriched events to subsequent event 

processing agents (The enriched detected 

interoperability deviations); 

• Generates alerts for collaboration partners at 

which interoperability deviations are 

detected; 

• Emits the generated alerts to the event 

consumer via the event channel; 

• Generates alerts for proactive action to 

designated collaborative partners to avoid 

interoperability deviations; 

• Emits generated alerts to event consumers 

via the event channel; 

• Generates alerts for designated collaboration 

partners to eliminate the impact of 

interoperability deviations on business 

process objectives; 

• Emits generated alerts to event consumers 

via the event channel. Event channel route 

to the designated collaborative partners. 

        

 

Figure 2. The event processing network for the systematic reduction of interoperability deviations in the chosen business ecosystem. 

 

Figure 2 illustrates the event processing 

network for the systematic reduction of 

interoperability deviations with the graphic 

notation used in the literature [65] and the 

specifics of event processing for the proposed 

network for the systematic reduction of 

interoperability deviations and the selected 

business ecosystem. 

An event processing network for the systematic 

reduction of interoperability deviations is 

represented as a collection of event producers, 

event processing agents, event consumers, 

global state elements, and event channels 

according to the literature [65]. 

On the left side of Figure 2 are the event 

producers. In the selected example, the event 

producers are the systems of institutions that 

broadcast events from the observed four 

collaborative business processes. In four 

collaborative business processes are 
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collaborative partners as clinics, hospitals, 

pharmacies and health insurance. The event 

producers send events that enter the event 

processing system. The event producers named 

Collaboration AB, Collaboration CB, 

Collaboration DB, and Collaboration EB 

broadcast events as four types of events: 

EventType_s, EventType_x, EventType_y, 

EventType_z to the event processing agent (EPA 

DevIOP). 

In the central part of Figure 2, there are event 

processing agents that, according to the set logic 

from 1-4, process the events they receive from 

the event producer.  

The event processing agent 1 executes event 

processing logic 1 to detect interoperability 

deviations. This event processing agent receives 

events from event producers and associates 

each event type x, event type y, and event type z 

by the same entity (InsuredID=PatientID) with 

event type s and under the condition that the time 

of the event s is with less than the time of event 

x, y, z. Only those events that meet the condition 

are detected interoperability deviations 

(sxyzDevIOP). These events are passed on to 

the next event processing agent. Other x, y, and 

z events (which have no pair) are discarded. 

Events are retained daily or optionally monthly 

depending on the degree of interoperability in the 

business ecosystem. 

The event processing agent 1.1 for enriching 

detected interoperability deviations. This agent 

takes detected interoperability deviations and 

enriches them with additional data from the 

global state table (GSE). This agent makes a 

query asking for each event to receive the 

following values: the interoperability layer for 

each detected deviation, the deviation type (G or 

L), and the responsible department for the 

institution to resolve the interoperability barrier 

that was detected. When it finds these values, it 

adds them to the received event instance and it is 

a derived event called Enriched_DevIOP which is 

passed to the next event processing agent EPA 

Alert DevIOP_RE. One copy of the event 

instance value is passed by Enriched_DevIOP to 

EPA Alert_BPO for further processing. 

The event processing agent 2 executes the 

event processing logic 2 to generate alerts for 

detected interoperability deviations. This agent 

receives the Enriched_DevIOP event and checks 

for each deviation type whether the Type_IOP 

value is of type ‘’G’’(global). All those 

interoperability deviations that are of type G are 

forwarded as an Alert_DevIOP_RE event to the 

event channel for broadcast to a specific 

Consumer_C, Consumer_D, and Consumer_E 

event consumer. A second copy of these events 

is forwarded to the EPA Alert_DevIOP_PRO 

event processing agent for further processing. 

The event processing agent 3 executes the 

event processing logic 3 to generate alerts for 

proactivity. This agent receives events from EPA 

Alert_DevIOP_RE and by query finds in the 

GSE_table according to the detected error type 

and institution, those institutions different from 

the institutions where Alert_DevIOP_RE events 

occurred and the real new derived event 

Alert_DevIOP_PRO. These generated events are 

forwarded via the event channel to event 

consumers Consumer_C, Consumer_D, and 

Consumer_E. 

The event processing agent 4 executes event 

processing logic 4 to generate alerts to eliminate 

the impact of deviations on business process 

objectives Alert_BPO. These generated events 

are forwarded via the event channel to event 

consumers of types Consumer_C, Consumer_D, 

and Consumer_E. 

The right side of Figure 2 shows the 

consumers of the event. The event consumers 

are institutions participating in collaborative 

business processes (in this example 242 

institutions) and are represented as types 

Consumer_C, Consumer_D, and Consumer_E. 

Event types received by Channel Consumers are 

events: Alert_DevIOP_RE, Alert_BPO, and 

Alert_DevIOP_PRO which are the results of 

event processing from the described event 

processing agents. These Alerts do not go to all 

institutions, but only to those highlighted in the 

generated events Alert_DevIOP_RE, Alert_BPO, 

and Alert_DevIOP _PRO. 

4. EVALUATION AND DISCUSSION 

In the given example, the proposed logic for 

event processing is applied, which should 

achieve the reduction of interoperability 

deviations in the business ecosystem. Input 

event streams were provided to the event 

processing agent and the results are as follows: 

• 184 events (s) as the input event streams from 

collaboration AB - These events occurred 

during the creation of health insurance for a 

person in the AB collaborative business 

process and were emitted with the values 

about the collaboration faults through the 

defined event stream; 

• 18.151 events (x) as the input event streams 

from collaboration CB – These events 

occurred during the health insurance check in 

the CB collaborative business process during 

patient treatment and were emitted with 

values about the business process objectives 

through the defined event stream; 

• 1.185 events (y) as the input event streams 

from collaboration DB -These events 

occurred during the health insurance check in 

the collaborative business process DB 
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dispensing medicines for patients and were 

emitted with values about the business 

process objectives through the defined event 

stream; 

• 6.808 events (z) as the input event 

streams from collaboration EB - These 

events occurred during the health insurance 

check in the EB collaboration business 

process during the patient treatment cost 

administration process and were emitted with 

values about the business process objectives 

through the defined event stream. 

 The output streams after the application of the 

Execution Plans results are as follows: 

• 137 interoperability deviations were detected 

(Detected Dev IOP) and emitted to the next 

of the event processing agent (According to 

the event processing logic 1); 

• 10 interoperability deviation events were 

generated as alerts for collaboration partners 

where the interoperability deviations were 

detected (Alerts Dev IOP RE) and were 

broadcast to the event consumers (According 

to the event processing logic 2); 

• 950 alerts were generated to proactively avoid 

interoperability deviations in the business 

ecosystem (Alert Dev IOP PRO) and were 

broadcast to the event consumers. 

(According to the event processing logic 3); 

•  137 alerts were generated to eliminate the 

effects of collaboration faults on the business 

process objectives (Alert BPO) and were 

broadcast to the event consumers (According 

to the event processing logic 4). 
 

              PRODUCERS                                                                                                                         CONSUMERS 

 

Collaborati
ve 
Business 

Process 
Type 

 

Number of 
Collaboration 
Partners on 

the Business 
Ecosystem 

 
 
 
        Input     event  
 
 

 
 
 
streams 
 
 
184     -> 
 
18151 -> 
 
1185   -> 
 
6808   -> 

                    
Event 

Processing 

 
 
     
Output   event   streams 

 
Number of alerts for the 

collaboration partners’ type 

 C D E 

AB 2 S Collaboration 
Fault Logic 1 

Logic 2 
Logic 3 
Logic 4 

-> Detected Deviation Interoperability 

 
-> Alert DevIOP RE 
 
-> Alert DEVIOP PRO 
 
-> Alert BPO 

137    

CB 87 X BusinessProcess
Objective 

10 7 1 2 

DB 15 Y BusinessProcess
Objective 

950 341 59 550 

EB 138 Z BusinessProcess
Objective 

137 130 3 4 

Figure 3. Example of the event processing for systematic reduction of interoperability deviations. 

 

Clarification of the results obtained in the 

application of event processing logic for the 

systematic reduction of interoperability deviations 

in the example, as shown in Figure 3.  

After event processing according to set logic 1, 

137 events as the detected deviation 

interoperability were detected.  

After event processing according to set logic 2, 

10 events were generated as alerts for reactivity 

(Alerts Dev IOP RE) for collaboration partners 

where interoperability deviations occurred. Ten 

alerts were forwarded to the designated 

institutions, explicitly to the competent 

departments that harmonize interoperability 

barriers according to the details from the alerts 

on detected deviations.  

Results by the interoperability layers show that 

out of 10 interoperability deviations, seven belong 

to the semantic layer of interoperability and three 

to the syntactical layer. It is possible to eliminate 

the seven interoperability barriers at the 

semantical layer and the three interoperability 

barriers at the syntactical layer of collaborative 

business processes. The generated (Alert Dev 

IOP RE) alerts can be viewed through the type of 

consumers to whom the alerts were delivered, as 

shown in Table 1.  

After event processing according to set logic 3, 

950 alerts for proactive action to designated 

collaboration partners to avoid interoperability 

deviations were generated. 
 

Table 1. Generated alerts through the layers  

of interoperability and the event consumers 

 
 

Of the ten detected interoperability deviations, 

four collaboration faults were selected as unique. 

Of the four collaboration faults, 950 proactive 

alerts were generated for the designated 

institutions as the event consumers. Of the four 

interoperability deviations, it is necessary for 240 

institutions to proactively harmonize the 713 

interoperability barriers on the semantical layer 

and the 237 interoperability barriers on the 

syntactical layer, according to details from 950 

proactive alerts (Alert Dev IOP PRO), as shown 

in Table 2. 

 
Table 2. Generated alerts through the layers  

of interoperability and the event consumers 

 

 

After event processing according to set logic 4, 

137 alerts were generated and forwarded to 

92



 

exactly specified collaboration partners to 

eliminate the effects of interoperability deviations 

on business process objectives. If we look at the 

detected interoperability deviations, the faults that 

occurred during the (AB) collaboration affected 

the business process goals of the CB, DB, and 

EB collaboration, as shown in Table 3. 

 
Table 3. Generated alerts through the collaborative 

business processes 

 
 

The event processing network can be 

customized according to the current state of 

interoperability in the chosen business 

ecosystem. The state of interoperability in the 

business ecosystem can be monitored with daily 

reports on the number of interoperability 

deviations for all collaboration partners. The 

power of the event processing network for the 

systematic reduction of interoperability deviations 

can be increased by including more collaborative 

partners and more collaborative business 

processes for which interoperability deviations 

will be detected. 

The ten detected interoperability deviations in 

real-time enabled the rapid removal of 

interoperability barriers in institutions that were 

sent alerts with accompanying data about 

collaboration faults. According to the event 

processing logic, alerts are delivered to the 

relevant departments for the interoperability 

layers.  

The realized contribution in the selected 

business ecosystem is reflected in 950 alerts for 

proactivity that enable removing the barrier of 

interoperability in the business ecosystem with 

numerous collaborative partners as the 

institutions participating in collaborative business 

processes. So, through proactive action, 

interoperability deviations where they have not 

yet occurred at institutions in the business 

ecosystem were avoided.  

5. CONCLUSION 

This study aimed to discover the characteristic 

event patterns in the data about the collaborative 

business processes and specify the logic for 

event processing for the systematic reduction of 

interoperability deviations in the business 

ecosystem. This paper considers the 

interoperability deviations observed in 

collaborative business processes involving 

numerous collaboration partners. In the business 

ecosystem, it needs to present the detected 

interoperability deviations and their impact on the 

values of the business process objective to all 

partners in collaboration. Partners participating in 

collaborative business processes should be able 

to proactively reconcile misunderstandings 

created during the exchange of data, information, 

and services and to harmonize their business 

processes in the business ecosystem.  

In this work, the event processing network was 

proposed with specific event processing logic for 

achieving the systematic reduction of 

interoperability deviation in collaborative business 

processes. Furthermore, processes 1 and 2 are 

proposed to facilitate the development of the 

event processing network in the business 

ecosystem. 

The ability of the proposed event processing 

network to process large amounts of 

collaboration data and detect interoperability 

deviations in real-time is based on event 

causality that the collaboration fault causes the 

value of business process objectives. In this 

proposal, complex event processing technology 

supports event observation, detection of 

interoperability deviations, and generation of 

alerts for specific consumers. During the 

operation of the event processing network, the 

amount of data depends on the number of 

collaborative business processes that are 

included in the event processing network. 

The detected interoperability deviations and 

generated alerts in the provided example of the 

application of event processing logic, explained in 

the previous section, indicate that the proposed 

event processing network fulfilled the set tasks. 

Sustainable interoperability can be 

accomplished despite changes occurring over 

time in the business ecosystem by applying the 

proposed event processing network. 

The detected interoperability deviations 

indicate that the proposed event processing 

network can perform automatic and continuous 

interoperability monitoring in a collaborative 

environment with numerous autonomous and 

heterogeneous information systems. The 

improvement of interoperability is possible 

through the continual elimination of 

interoperability deviations.  

Knowledge and awareness of interoperability in 

the business ecosystem can be achieved by 

applying the proposed event processing network. 

The generated alerts indicated that the 

proposed event processing network provides 

real-time insight into detected interoperability 

deviations to collaborative partners in the 

business ecosystem. 

It has been confirmed that the development of 

an event processing network for the systematic 

reduction of interoperability deviations in a 

business ecosystem can be facilitated by 

applying the proposed process 2. Following the 

proposed process 1 through the chosen example, 
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it was confirmed that it is possible to specify the 

logic for the event processing for the selected 

business ecosystem.   

Based on the observed logic in this research, 

that interoperability deviations are inherited in the 

entire business ecosystem if they contain a 

common attribute, it is possible to proactive 

reconcile misunderstandings in the business 

ecosystem. The principles of event causality in 

collaborative business processes and the 

inheritance of interoperability deviations in the 

observed business ecosystem were confirmed 

with the collected data from the observed 

collaborative business processes.  

The analysis of the results obtained by the 

event processing agents in the derived example 

indicated the justification of the development of 

the event processing network for the systematic 

reduction of interoperability deviations. The 

results also indicate the need for continuous 

monitoring of interoperability in the business 

ecosystem. Observed interoperability deviations 

were classified according to interoperability 

layers: syntactic, semantical, and organizational, 

which enabled the harmonization of 

interoperability barriers in an easier way. 

 For the application of the event processing 

network for the systematic reduction of 

interoperability deviations, the health insurance 

administration and healthcare systems were 

selected, which confirmed that the different 

business domains of the system do not affect the 

development of the event processing network. It 

can be concluded that the event processing 

network development for the systematic 

reduction of interoperability deviations has a 

satisfactory degree of generality and can be 

adapted for application in any domain of the 

business ecosystem. 

The proposed event processing network was 

applied in the business ecosystem where the 

collaboration of business systems has already 

been established according to the set data 

formats and ways of exchanging data and 

services. This confirmed that it is possible to 

apply the proposed event processing network in 

an environment where the collaboration of 

information systems is already established so 

that the proposed model is not affected by 

principles, frameworks, standards, system 

architectures, and technologies already used as 

interoperable solutions. It can be concluded that 

the proposed event processing network is an 

upgrade to previous solutions and ways of 

managing interoperability.  

The subject of future research is the upgrade 

of solutions for the detection of interoperability 

deviations in a collaborative business ecosystem. 

The focus of future research is the field of 

artificial intelligence for improving the detection of 

event patterns, by learning from the environment 

and adapting to the environment, based on which 

the proposed network for processing events in 

collaborative business processes of the business 

ecosystem will work. 
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Enhancing Semantics Learning: A Dynamic
Environment for Abstract Language

Implementation Education
Steingartner, William; Sivý, Igor

Abstract: The abstract implementation of the
language on some abstract machine is a logical
step in the definition of its operational semantics
and in the definition of its (partially) correct im-
plementation. An abstract machine for operational
semantics is a well-known formalism in proving
the correctness of programming languages. There
are several ways to define an abstract machine
for a given language specification. In our article,
we focus on an abstract machine for structural
operational semantics as a stack machine with two
different model representations of memory, and we
present a complex tool enabling compilation from
a higher imperative (toy) language into an abstract
machine allowing, in addition, the visualization of
individual computational steps, interactive memory
manipulation and feedback by compiling back to a
higher language. This work presents an abstract
machine designed primarily for educational pur-
poses, enabling the visualization and interaction
with the compilation process of a simple imperative
language.

Index Terms: abstract implementation, abstract
machine, bytecode, compiler, operational seman-
tics, university didactic, visualization

1. INTRODUCTION

WHEN developing a programming language, it
is essential to provide a clear description

of the semantics governing the interpretation of
programs written in the language. Formal seman-
tic methods, which are the basis for other for-
mal methods in software engineering, make this
possible. There are several semantic methods,
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some of which are successfully used in practice.
One of them is structural operational semantics,
which emphasizes the individual steps of program
execution and is often used precisely when ver-
ifying the properties of languages. In practical
terms, the relations within structural operational
semantics can be likened to the procedural steps
taken while traversing a program. The definition
of the corresponding abstract machine (AM) for
verifying the correctness of the implementation of
the given language is also related to operational
semantics. This step is also sometimes referred
to as abstract implementation.

Abstract machines provide an intermediate lan-
guage stage for compilation. Specifically ab-
stract machines from operational semantics pro-
duce intermediate-level specifications of evalua-
tors guaranteed to be correct with respect to
the operational semantics [7]. Abstract machines
bridge the gap between the high level of a pro-
gramming language and the low level of a real
machine. Because of the increasing gap between
modern high-level programming languages and
existing hardware, it has often become necessary
to introduce intermediate languages and to build
abstract machines on top of the primitive hardware
[16], [32], [34]. The instructions of an AM are
tailored to the particular operations required to
implement operations of a specific source lan-
guage or class of source languages [4]. Abstract
machines were created as a way to define what
programs do independent of hardware. Specifica-
tions then describe their language in terms of this
machine [13]. Alternatively, an AM is considered
an abstraction of a physical computer, which is
created to allow a detailed and accurate analysis
of the functioning of the computer system [3].

Because formal methods play an important role
in practice, they are an integral part of the com-
puter science curriculum at most universities, al-
though teaching formal methods and language
semantics can be challenging. When teaching
formal methods and especially the semantics of
languages, the question arises of how to clearly
and comprehensibly explain the principles of se-
mantic methods to future IT experts and young
software engineers. The visualization of language
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semantics, algorithms and the execution of the
programming code has been implemented in the
past and proved helpful. Such visualization is of
great importance in modern and contemporary
teaching, and students get an illustrative approach
to the explanation of language semantics and the
execution of programming code.

In computer science, these teaching tools often
take the form of software that can process what
is being taught and allow students to analyze the
output. When teaching formal semantic methods,
such tools are very convenient because we have
to process the input language and then we can
visualize the semantic method in a certain way.
Continuing our research and implementation of
the achieved results in the pedagogical process
to make the study of formal methods for software
engineering more attractive, we have brought sev-
eral interesting software tools for the visualization
of selected methods. Some results are presented
in the works [26]–[29]. Therefore, our goal was
to expand this spectrum of teaching aids with
another important tool. We developed a functional
emulator of an AM for operational semantics.

In this paper, we introduce a newly developed
learning environment designed for the implemen-
tation of abstract languages, specifically tailored
for the Semantics of Programming Languages
course. This visualization environment serves as a
powerful tool, enabling students to translate input
programs and observe their execution through a
web-based graphical interface. The AM can rely
on two distinct versions of syntax based on se-
lected manipulation with the memory represen-
tation, and both types of syntax can either be
extended; basic syntax corresponds to the basic
version of the language Jane as proposed e.g. in
[15], but from the experience we decided also to
allow an extension simply by adding new opera-
tors and some control-flow constructs. Moreover,
our design incorporates an architecture with two
memory models, providing a work with the basic
and extended version of the language. Our goal
in creating this software was to enhance the un-
derstanding about language semantics, providing
students with a more accessible learning experi-
ence. Additionally, the application allows users to
save the visualization output in various formats,
facilitating easy further processing, analysis, pub-
lication, or inclusion in their technical or final the-
ses. Unlike traditional compilers, our educational
tool goes beyond by incorporating a user-friendly
interface that visualizes each computational step,
allows interactive manipulation of memory during
program execution, and provides real-time feed-
back, creating a dynamic learning environment for
students.

This paper represents an expanded and ex-
tended version of the conference paper refer-

enced in [31] and is structured as follows: in
Section 2, we briefly present and discuss sim-
ilar approaches to the visualization of semantic
methods and other processes in the phase of the
development of programs. Section 3 discusses the
necessary basic theory and background about the
AM for the structural operational semantics. We
briefly introduce a simple programming language
which is used to define individual semantic meth-
ods in our course in Section 4. Section 5 presents
the principles of how our tool for visualizing the AM
is implemented. To sum up, our paper concludes
with Section 6.

2. SELECTED RELATED WORKS

Several approaches exist in visualization soft-
ware or software development aimed at enhanc-
ing students’ learning experiences. These ap-
proaches seek to foster a deeper understand-
ing of subjects by bridging theoretical concepts
with practical applications. Greater clarity is thus
achieved in the applied procedures and principles
in teaching the course. However, the visualization
itself helps not only students but also other IT
experts when examining critical parts of the code,
memory management, static analysis or some
tests.

One of the accepted opinions is that AMs are
closely related to virtual machines, which are
basically AMs with an implementation. Such vir-
tual machines can be used to achieve portabil-
ity of high-level programming languages (like the
Java Virtual Machine, or the Common Language
Framework for the .NET framework) or complete
operating systems [9].

From one point of view, many authors use dif-
ferent compiler generator tools: Mernik [11] uses
LISA compiler generator tool, Chodarev et al.
[2] use YAJCo parser generator, and Radakovic
and Herceg use Coco/R [14] for their extensible
Dynamic Geometry software [19].

Authors of the work [1] present the process of
deriving an AM from an interpreter that describes
the operational semantics of a source language.
The derivation involves applying a series of step-
by-step transformations to the interpreter, which
is initially written in a functional language. By
employing pass separation during the derivation,
the outcome is the extraction of both a compiler
and an AM from the modified interpreter.

Another view of visualization is provided by the
work [18]. In this article, the authors focused on
the Program Semantics Visualizer, whose task
is to clarify the semantics of the language by
explaining the runtime execution of programs. The
authors analyze existing visualization procedures
for programming courses and propose a model to
assess the design of program semantics visualiz-
ers that visualize execution traces. We note that
this work focuses directly to semantics of Python
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and the execution traces expressed in labeled
transition system resemble the operational small-
step semantics.

An interesting approach connected to the small-
step approach is the K framework, introduced by
Grigore Roşu. It is an executable semantic frame-
work in which programming languages, calculi,
as well as type systems or formal analysis tools
can be defined, making use of configurations,
computations, and rules [21].

A successful project oriented to direct visual-
ization of evaluations of the While language via
semantic rules, available at the website1 and in
Git repository2, provides both computations in big-
step and small-step semantics. The software is
developed in JavaScript and offers many useful
features. It is very easy to use and thanks to
the high level of interactivity, users can learn and
practice the semantics on a high level.

Very interesting software oriented to modeling
algorithms and specifying their behavior in first-
order logic was developed in the Research In-
stitute for Symbolic Computation at JKU Linz by
Wolfgang Schreiner [22], [23]. RISCAL (RISC Al-
gorithm Language) is a language and associated
software system for formulating theories in first-
order logic, describing algorithms in a high-level
language and specifying the behavior of these
algorithms by formal constraints. It uses the orig-
inal approach of semantic evaluation (based on
an implementation of the denotational semantics
of the RISCAL language). A particularly intriguing
outcome of the collaboration between the first
author of this article and the author of previous
works is the development of the SLANG tool [24].
SLANG is a Java-based tool that rapidly gener-
ates prototype implementations of programming
languages from formal specifications. It utilizes
ANTLR4 to produce parsers and printers, allow-
ing students to explore language design, pars-
ing, typing, and interpretation with ease. The tool
supports the addition of formal type systems and
formal semantics, making it a valuable resource
for teaching programming language concepts.

At the end, we would also like to summarize a
short comparison with our previous works. Several
other tools have been developed by our team
that allow the visualization of semantic methods
and thus simplify the teaching process. However,
these works represent the visualization of other
semantic methods, primarily for structural opera-
tional semantics (semantics of small steps) [26],
[33], natural semantics [27] and coalgebraic se-
mantics using category theory [28]. All of these
tools are designed to visualize the selected se-
mantics methods for the abstract language Jane
and as a support for our course and, together with

1https://mostlynerdless.de/while-semantics/
2https://github.com/parttimenerd/while-semantics

the tool presented in this article, they form a com-
prehensive set of tools for pedagogy and visual
illustration of semantic procedures and modeling.
The main goal we pursued during the develop-
ment of this and previous software solutions was
to prepare a coherent set of tools for semantic
methods for a specific subject. Of course, the
achieved results can also be applied within other
subjects, but compared to other solutions, this
approach guarantees its deployment and use ex-
actly according to the needs of our course, also
with regard to further development and possible
extensions.

In addition to the ones mentioned, several other
approaches to the visualization of calculations,
semantic procedures or even algorithms (not men-
tioned here) have been designed and success-
fully implemented. Visualization (not only formal
methods) in contemporary teaching is of great
importance. The current (and future) generation
of students will thus gain a very illustrative and
still innovative approach to the explanation of prin-
ciples of varying complexity, which they can thus
try for themselves. Our approach to visualizing AM
computations for an abstract imperative language
was highly inspired by the aforementioned soft-
ware.

3. THEORETICAL BACKGROUND OF ABSTRACT
MACHINE

Formal language operational semantics is cru-
cial for language implementation, emphasizing the
correctness of programming language implemen-
tation. Starting from abstract program representa-
tion, it involves defining an AM and specifying a
translation process for programs into AM instruc-
tions. The execution of translated programs on the
AM is formally described. Correctness is verified
by comparing results with operational semantics
outcomes. An AM serves as a semantic model,
detailing how language notation translates into
machine code, offering a foundation for efficient
language implementation on a target machine.

An AM semantics presents a high-level model
of how a computer might go about running a
program [6]. Historically, AMs were the first kind of
operational semantics, introduced by Peter Landin
in the highly influential 1964 paper “The Me-
chanical Evaluation of Expressions” [10]. How-
ever, AMs were considered too low-level by many
researchers, and this led to the development of
structural operational semantics (by Plotkin, [17])
and reduction semantics (by Felleisen, [5]).

By the term AM, we understand a mathematical
model that formally describes programs according
to semantic specifications.

One of the definitions of AM for operational
semantics was presented in [15]. In our approach,
we follow the standard definition of AM for the
structural operational semantics with two kinds of
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memory abstractions – the linear memory and the
set of states.

The description of particular computational
steps of AM is usually given by transition relations
over the configurations (tuples) of the form

⟨c, st, s⟩ ∈ Code× Stack× State,

or alternatively

⟨c, st,m⟩ ∈ Code× Stack×Memory,

where
• c stands for a code – the sequence of instruc-

tions to be performed,
• st is the evaluation stack, and
• s and m, resp., represent two models of a

computer storage.
We refer to the tuples ⟨c, st, s⟩ and ⟨c, st,m⟩ as AM
configurations for the transitions. The semantic
domain State is a function space of states – ele-
ments that send variables to values, and Memory
is defined as Z∗. The complete definition can be
found in [15].

Regularly, the evaluation stack is used to evalu-
ate arithmetic and Boolean expressions. Formally,
it is defined as a list of values that are elements
of the semantic domain

Stack = (Z ∪B)
∗
,

where Z stands for a set of integers, B is a set
of semantic values of Boolean constants, symbol-
ically denoted as tt for the semantic value of true
and ff for the semantic value of false, B = {ff , tt},
and the symbol ∗ (a star symbol in an upper index)
denotes Kleene’s closure. An example of how the
evaluation stack is used is depicted in Figure 1.

The language of an AM is a structured assem-
bler – a set of instructions. These instructions are
given by the following abstract syntax expressed
by Backus-Naur form:

instr ::= PUSH-n | ADD | SUB | MULT |
TRUE | FALSE | EQ | LE | AND | NEG |
FETCH-x | STORE-x | EMPTYOP |
BRANCH(c, c) | LOOP(c, c),

c ::= ε | instr : c.

A meta-variable c is ranging over a syntactic do-
main Code of sequences of instructions:

c ∈ Code.

The instruction language described allows as-
signing integer values to variables, evaluating
arithmetic and Boolean expressions, influencing
control flow, and repeating computations based
on logical conditions. Depending on the AM spec-
ifications, the instruction set may vary, e.g., us-
ing GET-n/PUT-n for linear memory instead of
FETCH-x/STORE-x for abstract representation of

1 1

sx

sx⊕ 1

PUSH−1 FETCH−x ADD STORE−x

1
sx

1
sx sx⊕ 1

sx⊕ 1x :sxx :

Figure 1. Computation progress on the AM stack

states. To enhance teaching and align with real
programming languages, we introduced additional
arithmetical and Boolean operators and loop
statements.

Operational semantics defines the AM’s instruc-
tion execution steps through a transition system,
detailed in [15]. The semantics of the newly added
instructions is defined in a manner analogous to
that of the basic instructions in the language, e.g.

⟨DIV : c, v1 : v2 : st, s⟩ ▷ ⟨c, (v1 div v2) : st, s⟩,

⟨REPEAT(c1, c2) : c, st, s⟩ ▷
▷ ⟨c1 : c2 : BRANCH(EMPTYOP, REPEAT(c1, c2)) : c,

st, s⟩ .

The AM’s definition is flexible, allowing modifi-
cations for various approaches.

For example, semantics of instructions manipu-
lating with the linear memory is in our approach
defined as follows:

⟨GET-i : c, st,m⟩ ▷ ⟨c,m [i] : st,m⟩,
⟨PUT-i : c, v : st,m⟩ ▷ ⟨c, st,m [i 7→ v]⟩.

Here, the writing m [i 7→ v] represents an actual-
ization of the value on the given address (infor-
mally, e.g. as m[i] := v).

Formally, the relationship between a higher lan-
guage and an AM for the operational semantics
of a given language is expressed using translation
functions, each of which provides the translation of
particular syntactic elements. We define transla-
tion functions for arithmetic expressions, Boolean
expressions and for commands:

• TE : Expr → Code for arithmetic expres-
sions,

• TB : Bexpr → Code for Boolean expres-
sions,

• TS : Statm → Code for statements.
The translation functions were defined for the

basic version of the language in [15]. We just point
out how to perform the translation of the statement
repeat S until b that we added to the extended
version of the language Jane:

TS J repeat S until b K =
= REPEAT(TS JS K,TBJ b K).
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4. THE LANGUAGE JANE

For semantic modeling of the abstract imple-
mentation of a programming language, a simple
abstract language for defining the semantic meth-
ods and proving their properties and equivalences
is used. It is a non-real programming language
grounded in an imperative paradigm, epitomizing
a tiny core fragment of conventional mainstream
languages such as C or Java: standard imperative
constructs as sequences of statements, selection
(conditional), repetition (loops) and handling the
values in memory (variables assignment). For re-
search and development, this language has been
adopted by many authors and researchers. More-
over, there have been formulated also many ap-
proaches thanks to this abstract language. Some
authors refer to this language as IMP (as simple
imperative language) [20] or as While (defined for
instance in [15]). We adopted the structure of this
language as well, and we refer to this language
as Jane [30].

We do not repeat the definition of the language
and we present basic aspects only briefly. The
abstract syntax of the language Jane is defined
by the set of rules taking the syntactic elements
from the following syntactic domains (or syntax
categories):

n ∈ Num (strings of digits),
x ∈ Var (variables’ names),
e ∈ Expr (arithmetic expressions),
b ∈ Bexpr (Boolean expressions),
S ∈ Statm (statements).

For each syntactic domain, we define exactly one
production rule given in BNF.

• the elements in domains for numerals and
variables’ names have no internal structure
from the semantic point of view; syntactically
the numbers can be represented with a reg-
ular expression [0, . . . , 9]+,

• production rule for arithmetic expressions:

e ::= n | x | e+ e | e− e | e ∗ e,

• production rule for Boolean expressions:

b ::= true | false | e = e | e ≤ e | ¬b | b ∧ b,

• production rule for the statements:

S ::= x := e | skip | S;S |

| if b then S else S |

| while b do S | repeat S until b.

We note, that the sets of arithmetic and Boolean
expressions are in general not limited to listed
syntactic constructs. All mentioned rules can be
extended by providing other correct syntactic con-
structs, as we did in our approach.

5. IMPLEMENTATION

After defining the input language and formulat-
ing the abstract implementation of a language, the
decision to implement a visualization tool naturally
led us to opt for a compiler-centric approach.
Unlike interpreters or simple code generators, a
compiler transforms the input language into a
suitable intermediate representation before gener-
ating code for a virtual machine. The adoption of
a compiler-centric approach aligns with our goal
of developing a visualization tool that effectively
captures program behavior, providing clear and
insightful representations of execution of state-
ments and providing the dynamics of memory
changes. The tool [25] allows the students to
write a program in a web-based graphical interface
in the Jane language and compile it into AM
code. It also allows to write directly a program
in the AM code and translate it back to the Jane
language. The execution of the compiled program
can be then interactively visualized. At its core,
the visualization tool is a web application, which
is divided into three modules: editor – the user
input processing module, the compiler module and
the visualization module. All modules are imple-
mented as a whole in three Docker containers.
All modules communicate with each other using
HTTP protocol. Each module defines its interface,
which accepts requests from other modules and
responds in a particular way. Because of this,
a simple web server for each module was nec-
essary, for which the Django web framework is
used. Web-based user interfaces in our software
package all use plain JavaScript with Bootstrap
library for the front end. Next, we briefly describe
the implementation of each module.

5.1. Editor

This component of the software package serves
as the entry point for users to input their pro-
grams into the visualization tool. Two methods are
available: manual entry in the text editor window
or loading a program from a text file. Users can
choose the programming language (either Jane
language or AM language) and opt for language
extensions like repeat and for loops. Additionally,
they can decide whether to use GET/PUT instruc-
tions instead of FETCH/STORE. The editor, powered
by the Ace library, enables syntax highlighting
for Jane, and automatic replacement of operators
with their Unicode equivalents (e.g., <= becomes
≤). Users can save and share their code effort-
lessly. The HTTP interface supports source code
input in Base64 format via the URL, facilitating
sharing and editing. Communication involves re-
quests sent to the translation module, with errors
displayed for unsuccessful translations. Success-
ful translations are coded and redirected to the
visualization module.
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Ace can be easily expanded by the user in
various directions. In the editor for this work, Ace
is enhanced with custom Jane syntax highlighting.
This is implemented by providing definitions of
what we want to highlight in the editor in the form
of regular expressions. The partial pseudo-code
of the definitions is depicted in Figure 2 (the full
definition is in [25]).

Figure 2. Example of a pseudo-code definition

5.2. Compiler

The compiler for the input language is a stan-
dalone program written in C++. A very popular
way of creating a compiler is by using a lexical
analyzer generator and a parser generator like
Lex, Yacc or ANTLR. We did not use any of
them and implemented the compiler entirely by
hand, mainly because we did not want to add
more dependencies to the code and our input
language is simple enough. The created compiler
processes the input in one pass, which means that
parsing, simple type checking and intermediate
code generation are done at once when parsing
an individual statement (schematically depicted in
Figure 3).

In particular, we implemented a recursive de-
scent parser, which is very suitable for these
types of languages and is very easy to implement.
The implementation consists of mutually recursive
functions, where each function represents a non-
terminal symbol of the grammar. That means we
could easily write a set of functions based on
our grammar described in the first section of this

Figure 3. General scheme of source-to-source compilation.
Reprinted from [8].

paper. However, this grammar was slightly mod-
ified, mainly to express operator precedence. In
addition to this, we used the Pratt parsing method
for parsing operator precedence described in the
modified grammar. Also, arithmetic and Boolean
expressions were merged to make parsing sim-
pler. Because of this, a simple type checking was
implemented and the type of each expression is
inferred based on the operator or a literal used
in the expression. The result of the compilation
process is a custom intermediate representation
in a form of a bytecode. We chose not to use
the AM code directly because its branching and
looping instructions are not suitable for execution
by a virtual machine. Therefore, we defined our
own set of instructions, which closely copy the AM
instruction set, but we added our instructions for
jumping around in the bytecode.

The compilation module functions as a web
application, processing HTTP requests to initiate
translations and providing the results or errors.
While primarily designed for visualization output,
it also serves as a standalone program for testing
purposes. This versatility allows command-line ex-
ecution, accommodating various input and output
types. The server communicates with the compiler
via HTTP GET requests, utilizing parameters to
determine input language and the use of extended
instructions. The decoded source code undergoes
processing, triggering the compiler as a separate
program through the Python subprocess. The re-
sponse, formatted in JSON, includes translated
code, bytecode, and program variables. In case
of unsuccessful translation, error messages are
sent as plain text responses to HTTP requests,
displayed in the editor for user feedback.

The compilation process, operating as a stan-
dalone program, efficiently handles lexical anal-
ysis for two input languages sharing a common
intermediate code. In this compiler, lexical anal-
ysis does not create a series of tokens initially;
rather, it interacts dynamically with the translation
process. The analysis skips white characters and
distinguishes identifiers or keywords for letters,
producing corresponding tokens. Numeric input is
parsed until the nearest non-numeric character,
and characters trigger tokens based on types.
Escape sequences, initiated by the \ (backslash)
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character, are parsed similarly. If a sequence is
unknown, an error token is returned. If the char-
acter does not conform to the grammar, an error
token is produced, maintaining functionality for po-
tential scenarios without automatic replacement.

The compiler can work in several ways. Follow-
ing is the short description of particular modes.

1) Compilation from Jane to bytecode. The
translation process converts Jane language
code into bytecode, producing bytecode and
variable information for visualization. It is a
one-pass translation with simultaneous syn-
tactic and simple semantic analysis, directly
generating code without further modifications
like optimizations. A conceptual syntactic tree
is used for expressions but discarded after
translation. Recursive descent parsing is em-
ployed, and Pratt Parsing handles unary and
binary expressions for code purity. Seman-
tic analysis checks Boolean expressions and
logical operator operands, ensuring proper
variable assignments. Code generation oc-
curs immediately, traversing the tree struc-
ture and producing instructions based on
expression types. Unlike expressions, com-
mand translation calculates lengths for con-
ditions and statement bodies due to jump
instructions when dealing with conditional and
loop statements. As an example, the repre-
sentation of the statement

while x ≤ 10 do x := x+ 1

in the bytecode is in Figure 4.

Figure 4. Example of bytecode for a loop statement

2) Compilation from the AM code to bytecode.
When translating AM source into bytecode,
the process employs the same lexical analy-
sis and syntactic recursive descent as in the
Jane language translation. It is a one-pass
translation, and errors are reported using a
similar system. The grammar of the AM lan-
guage is simpler, eliminating the need for aux-

iliary data structures during translation. The
translation begins by loading the source code,
and lexical analysis yields tokens used to
look for corresponding bytecode instructions.
Instructions are represented as identifiers,
and a table maps AM language instruction
names to bytecode instructions, specifying
whether an argument is needed and its type.
For instructions requiring an argument, to-
kens for numbers (PUSH, PUT and GET) or
text strings (FETCH and STORE) are requested
accordingly. The translation of BRANCH and
LOOP instructions involves additional complex-
ity. The translation of the BRANCH instruction is
realized by inserting the addresses where the
individual branches start into the bytecode.
Even more complex is the translation of the
loop instructions, where we have to calculate
the length of the bytecode of the body, to-
gether with the addresses of the start and
end of the loop. The process of length and
address calculations similar to Jane language
translation.

3) Reverse compilation from bytecode to Jane.
The translation from bytecode to AM lan-
guage mirrors the bytecode structure, start-
ing with a function that translates byte
ranges. Each translated instruction returns
the number of processed bytes, progress-
ing through the bytecode. Most instructions
have a straightforward mapping, such as
ADD and PUSH. Complex instructions like
PUT and GET are transformed into FETCH

and STORE, including reading operands from
the bytecode. BRANCH_IF_FALSE indicates a
conditional statement, translated to BRANCH.
For loop statements, the BRANCH instruction
guides the translation of both branches. Cycle
instructions involve auxiliary instructions for
LOOP or REPEAT, determining translation type
and calculating start and end addresses. The
output is a text string of translated code in AM
language.

4) Reverse compilation from bytecode to AM
language. Translating from bytecode to Jane
involves a similar principle as translating to
AM language. The process revolves around
a function that translates byte ranges in byte-
code, with an auxiliary structure storing the
context of the translation, particularly a stack
of expressions. This stack represents syntac-
tic tree structures created gradually during
translation. Binary expressions, arithmetic in-
structions, and other expressions are trans-
lated similarly, and parentheses are explicitly
added to avoid ambiguity. Commands, such
as conditional jumps for conditional state-
ments and cycles, are translated akin to AM
language. The result is a text string repre-

103



senting Jane source code, with slight differ-
ences from the original input due to formatting
changes like omitted new lines and added
parentheses around expressions.

For the generation of the bytecode, we closely
followed translation functions for the AM described
in the Section 3 of this paper. The whole output of
the compilation process is the compiled bytecode,
names of variables used in the program and a
translated AM code, if the input language was
Jane or source code in Jane, if the input language
was the AM language.

5.3. Visualizer

The Visualiser module provides a web-based
graphical interface for visualizing program execu-
tion. Users can set the initial state, step through
program execution, run the entire program, and
save results in text or LATEX format. The visualiza-
tion is powered by a stack-based virtual machine
that executes translated bytecode instructions.
The machine simulates the behavior of an AM,
with no registers, storing operands on the stack.
The execution mimics the behavior of the AM,
but certain instructions, such as BRANCH and LOOP,
automatically advance to the next step for better
user visibility. Program execution terminates on
encountering an EXIT instruction or user-initiated
stop. The server responds to GET requests, allow-
ing users to view visualizations without editing the
source code, and provides a link to return to the
editor. Visualization of AM code execution involves
creating a table representing textual instructions.
The table is built similarly to translating bytecode
into AM language but focuses on creating a table
structure. The table is a JavaScript object, with
each element storing a text string, representing
AM code, and the address of the next instruction.
For example, the table for a simple assignment
x := 1 is in Figure 5.

Figure 5. Table for assignment x := 1

Substitutions are utilized for conditional and
loop statements, and a substitution table stores
the mappings of addresses to substitutions. For
example, for the loop

while x < 10 do x := x+ 1

is the translation to the AM code following:

LOOP (PUSH-10 : FETCH-x : LT,
PUSH-1 : FETCH-x : ADD : STORE-x)

and the substitutions are:

LOOP (c1, c2)
c1 = PUSH-10 : FETCH-x : LT
c2 = PUSH-1 : FETCH-x : ADD : STORE-x

The substitution table is depicted in Figure 6,
where the key 0 is the while statement itself, and
key 14 is a conditional statement that is part of the
translated while-loop statement (according to the
definition of the transition relation for the AM).

Figure 6. Substitution table for the loop statement

During execution, the table guides the construc-
tion of text strings used for visualization. The
visualization consists of a transition listing show-
ing executed instructions, stack contents, and the
current state after each step. Another part displays
the list of states, presenting variable values and
indexes of current and previous states. Both vi-
sualizations are output to the graphical interface,
and plain text and LATEX format listings are saved
for user export. An example of the visualization
process is depicted in Figure 7.

6. CONCLUSION

In this article, we presented the results of re-
search in the field of creating a software tool
designed for the visualization of an AM for the
structural operational semantics. The practical re-
sult of this work is a software tool intended as a
teaching aid for the Semantics of Programming
Languages course, specifically to facilitate the
understanding of the semantic method and ab-
stract language implementation. In the article, we
provide a concise overview of the implementation
details for individual components of the tool. On its
input, the tool translates the Jane language into an
AM language. The user is then allowed to run the
translated program and interactively monitor its
execution in individual steps. In addition, the tool
has implemented the possibility of entering input
directly in the language of an AM. After visualiza-
tion, its results can be saved and further worked
with and analyzed. Of course, the research is not
closed at this point, so in the future, we want to
focus on possible extensions of the visualization
of the given semantic method. The exploration
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Figure 7. Visualiser window

of potential enhancements could involve incor-
porating extra language constructs into the Jane
language, possibly an extension of the instruction
set for an AM and associated visualization support
in this application. Under the possible extension
of the language, new language constructs come
into consideration, such as the for-loop, or other
constructs for which we previously defined struc-
tural operational semantics (variable declarations,
procedures, etc.). Specifically, for the definition of
the for-loop, the definition has to be compositional
and we possibly need to introduce an instruction
DUP or COPY that duplicates the element on the
top of the evaluation stack (see e.g. [12]). Last
but not least, the possibility of adding comments
to source codes, in which it is possible to describe,
for example, the size of operators and operands,
also seems very interesting. This would be helpful,
for example, when following arguments for jumps.
Such extensions will make it possible to better
understand the structure of languages and the
definition of their semantics, and to compare the
differences in the definition of the basic and ex-
tended language. To fully assess the solution’s
impact, the authors could consider outlining its im-
plementation within specific educational contexts
and incorporating student feedback mechanisms
for evaluation. Of course, further research explor-
ing the solution’s applicability in education and its
effectiveness through student evaluation would be
valuable additions to this work.
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Innovative Solutions for Tetraplegia:
A Smart Hand Orthosis Design

Ferenčík, Norbert; Sedláková, Veronika; Kolembusová, Petra;
Štefanovič, Branko; Hudák, Radovan; Steingartner, William

Abstract: Spinal cord injury (SCI) poses a signif-
icant medical challenge, affecting both hand dex-
terity and locomotor abilities. Ongoing advance-
ments in medical technologies, spanning a spec-
trum of wearable devices, coupled with concurrent
progress in rehabilitation treatments, aim to en-
hance hand function among individuals affected by
SCI. The emergence of three-dimensional (3D) print-
ing provides a cost-effective avenue for crafting
personalized devices, fostering a surge of interest
in integrating this technology with rehabilitation
equipment, thereby complementing advancements
in scientific research. Myoelectric control plays a
pivotal role in achieving enhanced rehabilitation
outcomes. It involves the detection and process-
ing of weak electromyographic signals (EMG) from
affected limb muscles to activate orthotic motors.
A novel 3D-printed hand orthosis, responsive to
electromyography signals, has been developed to
facilitate grasping functionality in cervical SCI pa-
tients.

Index Terms: 3D printing technology, Arduino
myoelectric orthosis, Electromyographic signal, Re-
habilitation, Spinal cord injury, Tetraplegia

1. INTRODUCTION

UPPER extremity (UE) weakness and/or paraly-
sis following spinal cord injury (SCI) can limit

the capacity to perform activities of daily living
(ADL). Such disability significantly diminishes an
individual’s level of independence. Furthermore,
the restoration of UE motor function in people with
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SCI remains a high priority in rehabilitation and the
field of assistive technology [1], [6].

One effective approach to achieve optimal re-
habilitation results is through myoelectric control,
wherein a weak electromyographic signal (EMG)
from the muscles of the affected limb is detected,
processed, and used to activate a motor in the
orthosis. A novel 3D-printed hand orthosis, con-
trolled by electromyography (EMG) signals, was
developed to enhance grasping function in pa-
tients with cervical SCI. The motor assists the
user in performing the desired movement. The
patient-directed “intentional” action of the device
promotes patient engagement, as the orthosis
rewards the patient with movement only when
they use the correct muscles to perform the task.
The hand exoskeleton system was applied to
individuals with tetraplegia due to SCI, and its
effectiveness was confirmed [30], [31].

Recent studies have inspired us to explore
the design and development of 3D-printed or-
thoses using the finite element approach, exam-
ining different materials and loading conditions
(Zhang et al., 2023). Additionally, significant work
on VR-assisted hand therapy with a customized
biomechatronic 3D-printed orthosis (Lee et al.,
2023) and the innovative NOHAS orthotic hand
actuated by servo motors and a mobile app for
stroke rehabilitation (Smith et al., 2023) provide
valuable insights for future applications in rehabil-
itation. [10], [25], [29].

The paper is organized as follows. Section 2
delves into the mechanism of operation, providing
a detailed exploration of the operational intrica-
cies. Section 3 focuses on 3D printing technology,
offering insights into the utilization of this tech-
nology within the context of the study. In Sec-
tion 4, production material is discussed, providing
an overview of the materials employed in the
manufacturing process. The aspects related to
rehabilitation are expounded upon in Section 5,
clarifying the rehabilitation processes integrated
into the study. Finally, Section 6 encapsulates the
findings and discussions, presenting conclusions
drawn from the research and contributing to the
broader understanding of the subject matter.
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2. THE MECHANISM OF OPERATION

The designed orthosis consists of three parts: a
forearm cuff, hand, and finger ring sections. The
forearm cuff comprises two subparts, specifically,
a dorsal and a volar forearm splint. On the dorsal
forearm splint, a linear motor capable of gener-
ating a 30 Newton force with a 41 mm stroke
length is mounted to control wrist extension. The
volar forearm splint stabilizes the wrist joint and
is attached to the dorsal forearm splint with a
Velcro strap, allowing for adjustments to fit the
participant’s forearm. The hand part wraps around
the hand and is anchored to the linear motor.
Therefore, when the motor is activated, the wrist
part is pulled toward the forearm, resulting in wrist
extension. The N20 DC motors (rated at 6 V)
are equipped with an encoder and a reduction
gearbox (100 rotations per minute (RPM) and a
100:1 gear ratio). A dual-H-bridge driver controls
their rotation direction. The actuators rotate to
pull the artificial tendons, performing flexion of the
fingers. Alternatively, when the actuators rotate in
the opposite direction, tension is relieved in the
tendons, and the user can voluntarily extend the
fingers. Motor 1 pulls the artificial tendons con-
nected to the index finger and thumb, and it also
pulls the artificial tendons of the middle, ring, and
little finger. Both motors work together to perform
pinch and cylindrical grips. The volunteer estab-
lishes the comfortable grip strength and range of
motion (ROM) for motors 1. The dimensions of
the base of the splints were designed to respect
the range of motion limits in both grips. For the
pinch grip, motor 1 pulls the tendons until the
fingers touch, creating grip strength, and it pulls
the tendons until the fingers touch the palm. For
the cylindrical grip, motor 1 pulls the tendons until
the thumb and index fingers touch, creating grip
strength [2], [16], [18], [19], [31].

The finger ring components are positioned on
each phalanx of the thumb, index, and middle
finger. A nylon thread connects the volar side of
each finger ring to the volar forearm splint. Cable
guide structures have been incorporated on the
volar side of each finger ring and hand part to
direct the nylon thread along the fingertip to the
volar forearm splint. As the linear motor extends
the wrist, the nylon thread tightens, reinforcing the
tenodesis grip. Consequently, wrist extension in-
duces simultaneous flexion of the interphalangeal
and metacarpophalangeal joints of each finger,
including the thumb. Thus, the user can grasp
objects placed in the palm or between the fin-
gers by activating the linear motor, a fundamental
mechanism facilitating a broader user base, par-
ticularly those with high-level SCI unable to control
their wrists. The length of the nylon thread was
adjusted to ensure sufficient pull on the finger ring
parts during wrist extension [24], [26].

Figure 1. Schematic design of the hand orthosis

The designed myoelectric orthosis was created
for operation through surface electromyography
(sEMG) signals recorded from the user’s upper ex-
tremity muscles. The control unit was specifically
engineered to activate the linear motor when the
sEMG signal surpassed a predefined threshold.
Ensuring precision in signal acquisition, the place-
ment of the sEMG electrodes was strategically
optimized, taking into consideration both the level
of injury and the subject’s convenience [31].

We aimed to identify suitable muscles that were
easily accessible and remained viable after SCI.
In this experiment, either the ipsilateral biceps or
the upper trapezius muscle was chosen as the tar-
get, as all subjects could contract these muscles
without difficulty. Consequently, a pair of sEMG
electrodes was positioned either on the ipsilateral
biceps or the upper trapezius muscle, depending
on the subjects’ convenience. Following the guide-
lines of sEMG for the non-invasive assessment of
muscles, the electrodes were placed on the most
prominent bulge of the muscle belly, and the inter-
electrode distance was set at 2 cm. Additionally,
a ground electrode was situated at the olecranon
of the dominant arm [31].

To ensure compatibility with a wearable robotic
device, EMG signal acquisition and classification
must be processed on a standalone, wearable de-
vice equipped with sufficient computational power
and memory resources to efficiently analyze EMG
data with minimal delay. The intention detection
system should be wearable for extended periods
each day. Consequently, both the classification
system and the EMG sensors need to be com-
fortable, suitable for patients with impaired hand
function, and easy to use for stroke survivors with
cognitive deficits [24].

Before donning the orthosis, the sEMG sig-
nal underwent processing. To enhance the signal
quality, we implemented a 1000-fold signal am-
plification and mitigated background noise by ap-
plying a Sallen-Key band-pass filter with a range
of 10–500 Hz. The root mean square (RMS) was
chosen as the parameter for controlling the linear
motor, given its prevalence in the analysis of EMG
signals and its close association with constant
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force and muscle contraction. The figure illustrates
the raw sEMG signal and RMS for the sEMG
signal in each scenario. The on/off threshold was
set at 80% of the maximal contraction level in
RMS to differentiate signals from intentional and
unintentional movements. However, subjects were
permitted to adjust the threshold level to their
comfort. This customization allowed the threshold
to align with users’ abilities and injury statuses.
The RMS can be defined as follows [4], [14], [20].

Figure 2. Overview of the control scheme

The sEMG signals recorded from the surface
electrodes underwent various acquisition steps,
including amplification and band-pass filtering, to
enhance signal quality. Subsequently, RMS values
of the processed sEMG signals were compared
with the customized threshold [31].

3. 3D PRINTING TECHNOLOGY

The body of our myoelectric arm orthosis for
spinal cord injury patients was printed on a 3D
printer. Eight ring parts were printed for each pha-
lanx of the thumb, index finger, and middle finger,
as well as details of the hand, dorsal forearm
splint, and volar forearm splint [7], [12]

3D printing technology involves certain steps in
which a CAD-based model is first created and
then converted into a stereolithography file (.STL).
This file breaks the surface into a logical series of
triangles, representing a portion of the 3D model’s
surface that is then used for the slicing algorithm.
The STL file slices the model into thin cross
layers, allowing the desired model to be printed by
sequentially applying individual layers of thermo-
plastic materials through a temperature-controlled
head. The model is built layer by layer, from
bottom to top. The designed object is produced as
a one-piece 3D part that does not require tooling
[7], [12]

The use of 3D printing technology to develop
new orthoses is considered a promising way to
reduce costs through rapid production compared
to previous metal orthoses [31].

A notable advantage of FDM is that it can create
objects made of multiple types of materials by
printing and then changing the printing material,
giving the user more control over the fabrication

of devices for experimental use. In addition to
conventional materials such as PC, polystyrene
(PS), ABS, and PLA, FDM can also print 3D
models from fiberglass-reinforced polymers. How-
ever, the binder is usually mixed with ceramic or
metal powders, allowing the material to be used
in filament form [11], [15].

Figure 3. Anycubic Kobra 3D Printer

Utilizing the Anycubic Kobra 3D Printer, an
orthosis was fabricated (see Figure 3). Next to
the printer, there is an additional filament dryer
eBOX, which eliminates moisture in the filament,
significantly improving the quality of the printing
process

4. PRODUCTION MATERIAL

Polylactic acid is a biodegradable polymer used
in 3D printing, including the creation of myoelectric
prosthetics. Here we list some key characteristics
of this material:

1) Origin: PLA is derived from natural plant
sources such as corn or sugarcane, making
it a renewable and environmentally friendly
material [27].

2) Biodegradability: PLA has tremendous
value as other high-volume plastics
like polyethylene and polypropylene are
non-biodegradable and are made from
fossil-derived ethylene and propylene.
Although PLA is biodegradable, it is not
currently renewable as it emits 1.3 kg CO2
equivalents/kg of synthesized plastic [3].

3) Low Toxicity: PLA is less toxic compared to
some other plastics, like ABS. This makes it
safer for use in medical applications, including
prosthetic fabrication [32].

4) Low Temperature Resistance: PLA has rela-
tively low temperature resistance compared
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to other 3D printing materials such as ABS.
This characteristic is important in prosthetic
manufacturing, as certain details may be sub-
ject to heat during use [21].

5) Strength and Rigidity: PLA exhibits accept-
able strength and rigidity, although these
characteristics may be lower compared to
some other 3D printing materials like ABS or
PETG [21].

6) Color Options: PLA is available in various
colors, including transparent options, offering
possibilities for aesthetically pleasing pros-
thetic designs [17].

Table 1
COLOR COORDINATES, COLOR DIFFERENCE, AND CONTRAST

RATIO OF SAMPLES

Sample code L* a* b* ∆P∗ Contrast
ratio
(%)

Neat PLA 91.8 1.1 -4.0 13.6
PLA-DCNP1 62.8 -1.6 18.6 32.6 20.6
PLA-DCNP3 35.0 2.6 -29.1 62.1 51.8
PLA-DCNP5 31.2 1.25 -24.6 64.0 58.2
PLA-C20A3 92.4 -0.13 -0.5 3.8 39.7

Overall, PLA is becoming a popular choice for
printing bioelectric prosthetics, especially when
environmental and safety considerations are im-
portant. However, when designing a prosthesis,
it’s crucial to consider the specific requirements
and limitations of PLA, particularly its thermal
characteristics [17].

Table 2
TECHNICAL CHARACTERISTICS OF PLA PLASTIC

Characteristic Value

Melting point 173-178 °C

Softening temperature 50 °C

Hardness (according to Rockwell) R70-R90

Relative elongation at break 3.8%

Bending strength 55.3 MPa

Tensile strength 57.8 MPa

Tensile strength 3.3 GPa

Elastic modulus during stretching 2.3 GPa

Glass transition temperature 60-65 °C

Density 1.23–1.25 g/cm³

Minimum wall thickness 1 mm

Printing accuracy ± 0.1%

The size of the smallest details 0.3 mm

Shrinkage in the manufacture of products No

Wet absorption 0.5–50%

5. REHABILITATION

Chronic upper limb deficits after Traumatic Brain
Injury (TBI) and stroke are prevalent and often
severely debilitating. Approximately 17% of indi-
viduals with TBI and over 50% of individuals with

stroke do not fully recover upper limb function.
These persistent upper limb deficits limit function
and negatively impact the quality of life. Motor
learning-based therapy (ML), utilizing high repeti-
tion and timely progression of task-oriented move-
ments, is one of the most effective neurorehabili-
tation methods available [5], [8].

Recent studies have inspired us to explore
the design and development of 3D-printed or-
thoses using the finite element approach, exam-
ining different materials and loading conditions
(Zhang et al., 2023). Additionally, significant work
on VR-assisted hand therapy with a customized
biomechatronic 3D-printed orthosis (Lee et al.,
2023) and the innovative NOHAS orthotic hand
actuated by servo motors and a mobile app for
stroke rehabilitation (Smith et al., 2023) provide
valuable insights for future applications in rehabil-
itation. [22].

Figure 4. Functional task practice example with the myoelec-
tric wrist–hand orthosis. (a) When the user attempts to move
the elbow or grasp objects, sensors in the orthosis detect
the myoelectric signal generated by the user’s volitional effort
to activate the motor, moving the elbow/hand in the desired
direction and assisting the user in completing the desired
movement. (b) Functional task practice without the orthosis
to reinforce training [23].

Rehabilitation of the arm with the help of a my-
oelectric orthosis consists of performing various
gripping exercises, such as picking up an object
and moving it from one place to another. These
exercises improve control over the hand and train
the muscles. During the exercises, the patient is
better able to control his or her hand due to the
forces created by the motorized exoskeleton of the
hand. Later, after rehabilitation, the person will be
able to perform such actions independently much
better than before training with the orthosis [9],
[23].

This myoelectric orthosis, printed on a 3D
printer, was also tested by the patient in exercises
for the rehabilitation of the hand and wrist. The
test consisted of two parts: the first part of the
test assessed the ability to manipulate objects
using ten standardized objects, and the second
part assessed grip strength using nine rectangular
wooden blocks, a tool cylinder and a credit card
attached to a dynamometer, and a wooden bar.
The nine wooden blocks of different weights and
friction forces were used to evaluate grip strength
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and stability, while the other three items were used
to measure the torque generated by the palm, the
lateral compression force, and the eccentric load
that the grip can withstand, respectively. There
was no time limit in performing the task [13], [28].

Figure 5. Grip exercises with a myoelectric orthosis

After baseline measurements, participants wore
the myoelectric orthosis on their dominant limb
and repeated the same exercises to assess the
improvement in hand function. Movement quality
was carefully monitored, and training practices
were incrementally progressing as soon as the
participant demonstrated an improved ability to
perform a given task or movement component.
After completing the experiment, orthosis perfor-
mance was analyzed by comparing hand function
before and after wearing the orthosis. The patient
was able to grasp and lift objects after wearing the
orthosis, which was impossible during baseline
measurements [31].

6. CONCLUSIONS

This myoelectric orthosis is a user-friendly and
highly effective tool in rehabilitation, specifically
designed to improve grip strength and hand con-
trol for individuals with tetraplegia. Its simplicity
and cost-effectiveness make it an accessible so-
lution. The device’s innovative, fully customized
design sets it apart in the hand orthoses mar-
ket, addressing unique anatomical considerations.
Notably, its positive impact on rehabilitation out-
comes is complemented by its affordability, mak-
ing it a practical choice for a broader user base.

In summary, this myoelectric orthosis is a ver-
satile and innovative solution, offering accessibil-
ity, customized design, and affordability. Its focus
on improving grip strength enhances functional
independence for individuals with tetraplegia, con-
tributing to an improved quality of life.

It should be noted that the study is currently
ongoing, and further research is required to cor-
roborate these preliminary findings.
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