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Guest Editor Introduction:
Recent Advances in DRAM and Flash Memory Architectures

Onur Mutlu1,2 Saugata Ghose2 Rachata Ausavarungnirun2

1ETH Zürich 2Carnegie Mellon University

Memory and storage systems are a fundamental system
performance, energy, and reliability bottleneck in modern
systems [1, 2, 3, 34, 35, 36]. This bottleneck is becoming incre-
asingly severe due to (1) the very limited latency reductions
in memory and storage devices over the last several years;
(2) aggressive manufacturing process technology scaling and
other techniques to improve memory density, such as multi-
level cell technology, which increase the storage capacity of
these devices, but introduce more raw bit errors and increase
manufacturing process variation; (3) limited pin counts in
chip packages, which prevent system designers from adding
more and/or wider buses to increase bandwidth; (4) overw-
helmingly data-intensive applications, which require high-
bandwidth access to very large amounts of data; and (5) the
increasing fraction of overall system energy consumed by me-
mory systems and data movement. To make matters worse,
it is becoming increasingly di�cult to continue scaling these
devices to smaller process technology nodes, and even though
alternative emerging memory and storage technologies can
potentially alleviate some of the shortcomings of existing
memory and storage technologies, they also introduce new
shortcomings that were previously absent. Therefore, there is
a pressing need to comprehensively understand and mitigate
these bottlenecks in both existing and emerging memory and
storage systems and technologies.

This issue features extended summaries and retrospecti-
ves of some of the recent research done by our group, SA-
FARI [41, 43], on (1) understanding, characterizing, and mo-
deling various critical properties of modern DRAM and
NAND �ash memory, the dominant memory and storage
technologies, respectively; and (2) several new mechanisms
we have proposed based on our observations from these ana-
lyses, characterization, and modeling, to tackle various key
challenges in memory and storage scaling. In order to un-
derstand the sources of various bottlenecks of the dominant
memory and storage technologies, these works perform ri-
gorous studies of device-level and application-level behavior,
using a combination of detailed simulation and experimental
characterization of real memory and storage devices.

The works that perform real device characterization make
use of custom FPGA-based platforms that we build to pro-
vide us with �ne-grained control over the devices. We de-
vise speci�c tests that perform a controlled measurement of
each phenomenon that we aim to explore. Our experimental
characterizations have often discovered many unexpected
types of behavior in real state-of-the-art devices, and have

inspired the research community to pursue further investiga-
tions (e.g., on the RowHammer phenomenon [21, 34], DRAM
retention behavior [20, 30, 39], NAND �ash memory error
patterns [1, 2, 3, 5, 6, 7, 8, 9, 11]). In order to aid future research,
we have released much of our experimental characterization
data online [43, 45], and have open-sourced our DRAM cha-
racterization platform, SoftMC [19, 44].

The works that perform application and architectural ana-
lyses rely on real system characterizations and simulation
to develop a rigorous understanding of the bottlenecks and
to provide solutions. Our analyses have shown key scaling
bottlenecks, proposed new solutions, and have inspired the re-
search community to develop further investigations (e.g., on
DRAM refresh [12, 30, 31], DRAM latency reduction [28, 29],
the RowHammer phenomenon [21, 34], and in-memory data
movement and computation [16, 47, 49, 50]). In order to aid
future research, we have released our �exible and extensi-
ble memory system simulator, Ramulator, as open-source
software [22, 42].

In each work that is featured in this issue, based on our
observations and analyses from our experimental studies of
real systems and applications as well as future trends and
problems, we propose novel solutions that overcome many
of the scaling bottlenecks that memory and storage systems
face. For each of the works presented in this special issue,
its corresponding article examines the work’s signi�cance
in the context of modern computer systems, and discusses
several new research questions and directions that each work
motivates.

We start with �ve of our works that explore new opportu-
nities in DRAM systems to reduce latency and/or energy con-
sumption. As we mentioned earlier, the latency and energy
consumption of DRAM have not reduced signi�cantly in the
last several years. We �nd that by introducing heterogeneity
into DRAM architectures, or by taking advantage of the ex-
isting variation within and across DRAM modules, we can
develop new mechanisms that improve DRAM access latency
and/or energy e�ciency.

The �rst paper in the issue describes Tiered-Latency DRAM
(TL-DRAM), which originally appeared in HPCA 2013 [29].
This work (1) proposes a new DRAM architecture that can
provide us with the performance bene�ts of costly reduced-
latency DRAM products in a cost-e�ective manner, by isola-
ting a small portion of a DRAM array so that it can behave as
a low-latency DRAM bu�er; and (2) exploits the low-latency
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in-DRAM bu�er using various hardware or software mecha-
nisms to improve overall system performance.

The second paper in the issue describes Adaptive-Latency
DRAM (AL-DRAM), which originally appeared in HPCA
2015 [28]. This work experimentally characterizes (1) the
large latency variation across DRAM modules and (2) the
large timing margins designed to account for worst-case va-
riation and operating conditions. Based on the �ndings from
the characterization, the work proposes a new mechanism
that can identify and safely reduce the timing margin to speed
up DRAM accesses, and thus improve overall system perfor-
mance and energy consumption.

The third paper in the issue describes Flexible-Latency
DRAM (FLY-DRAM), which originally appeared in SIGME-
TRICS 2016 [15]. This work experimentally characterizes
the latency variation that exists within each DRAM module,
showing that there are regions of fast cells and regions of
slow cells that exist in real DRAM modules. Based on these
�ndings, the work proposes a new mechanism that identi-
�es regions of fast cells and reduces the latency of DRAM
operations to these regions.

The fourth paper in the issue describes Voltron, which
originally appeared in SIGMETRICS 2017 [13]. This work
experimentally characterizes the relationship between DRAM
latency, reliability, and supply voltage, showing that these
three can be traded o� intelligently for various purposes. The
work proposes a new mechanism that uses this relationship
to dynamically reduce DRAM energy consumption within a
bounded performance loss target.

The �fth paper in the issue describes SoftMC, which ori-
ginally appeared in HPCA 2017 [19]. This work describes
our open-source DRAM characterization infrastructure, and
demonstrates its versatility for use in a wide range of DRAM
research topics. SoftMC is a result of 6+ years of e�ort, which
led to at least 11 works at top conferences, and we hope it
will enable other researchers to explore the detailed behavior
of existing and emerging memory architectures and develop
new mechanisms and memory architectures.

Next, we look at a couple of our works that reduce data
movement between the CPU and DRAM, as this movement
consumes (1) a large fraction of DRAM energy and (2) much
of the limited available DRAM bandwidth. We �nd that a
large portion of DRAM bandwidth is consumed by the mo-
vement of data between DRAM and the CPU to perform
simple operations such as data copy and initialization. We
can instead take advantage of the underlying DRAM archi-
tecture to e�ciently perform these simple operations directly
within DRAM, eliminating the need to move the data to/from
the CPU.

The sixth paper in the issue describes RowClone, which
originally appeared in MICRO 2013 [50]. Many applications
perform data copy and initialization operations, requiring
only simple computation, but these operations require expen-
sive data movement between the CPU and DRAM. This work

proposes a new DRAM architecture that can internally per-
form bulk data copy and initialization operations at very low
hardware cost, avoiding the costly data movement, and shows
that doing so provides 1–2 orders of magnitude speedup and
energy reduction for such operations.

The seventh paper in the issue describes low-cost interlin-
ked subarrays (LISA), which originally appeared in HPCA
2016 [16]. This work (1) builds a general substrate that facili-
tates the bulk movement of data between two di�erent rows
in memory by improving the interconnectivity of DRAM
arrays, and (2) demonstrates that LISA can be used to e�-
ciently implement a number of mechanisms, such as bulk
data copy/initialization, latency reduction, and fast in-DRAM
caching. Each of these mechanisms provides signi�cant per-
formance and energy improvements.

Finally, we investigate the reliability of NAND �ash me-
mory. As NAND �ash memory based solid-state drives (SSDs)
are now widely-used in a large variety of modern systems
(e.g., data centers [33,38,46], smartphones), there is continued
demand to increase the density of SSDs while lowering the
cost per bit. While manufacturers have employed several
methods (e.g., aggressive manufacturing process technology
scaling and multi-level cell technology), these methods have
exacerbated a number of sources of raw bit errors. Due to
limitations to the number of errors that can be corrected by
error-correcting codes (ECC), SSDs have a limited lifetime,
after which manufacturers cannot reliably retain data for a
minimum guaranteed time without data loss [1, 2, 3]. Over
the last decade, as a result of aggressive density scaling, the
typical lifetime of an SSD has dropped by 1–2 orders of mag-
nitude, and the various sources of raw bit errors now pose a
key scaling challenge for storage [1,2,3]. As a sampling of our
7+ years of research into NAND �ash memory reliability, we
feature three papers that design mechanisms to signi�cantly
mitigate reliability issues and extend the limited lifetime of
NAND �ash memory based devices.

The eighth paper in the issue describes a new data retention
study in NAND �ash memory, which originally appeared in
HPCA 2015 [7]. This work experimentally characterizes the
susceptibility of state-of-the-art NAND �ash memory to data
retention errors using our FPGA-based �ash memory testing
infrastructure [1, 2, 3, 5], and proposes (1) a new mechanism
that mitigates the impact of retention errors at runtime, which
increases the lifetime of the SSD; and (2) a new mechanism
that exploits retention behavior to recover data in the event
of data loss, thereby improving SSD robustness.

The ninth paper in the issue describes a new read disturb
study in NAND �ash memory, which originally appeared in
DSN 2015 [6]. This work experimentally characterizes read
disturb errors in NAND �ash memory, where a read operation
introduces errors in unread parts of the memory. Based on
the characterization, the work proposes (1) a new mechanism
that mitigates read disturb errors, thereby improving the SSD
lifetime; and (2) a new mechanism that exploits read disturb
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behavior to recover data in the event of data loss, thereby
improving SSD robustness.

The last paper in the issue describes a new study on two-
step programming in NAND �ash memory, which originally
appeared in HPCA 2017 [4]. This work demonstrates that the
programming algorithm used in many state-of-the-art NAND
�ash memory devices can introduce previously-unknown
data vulnerabilities, which can be exploited by malicious ap-
plications to perform security attacks. The work proposes
three mechanisms to eliminate or mitigate these vulnerabili-
ties, thereby improving both reliability and security.

Throughout all of these works, we �nd that by understan-
ding and taking advantage of the behavior and architecture
of memory and storage devices and appropriately modifying
them at low cost and low overhead, we can successfully miti-
gate many of the scalability challenges in memory and storage
devices. Even though the works presented are described in
the context of DRAM and NAND �ash memory, the two domi-
nant memory and storage technologies of today, we believe
many of the basic ideas and concepts can be applied or adap-
ted to emerging memory technologies [32], e.g., phase-change
memory [24, 25, 26, 40, 53, 54, 55], STT-MRAM [18, 23, 37], and
memristors/RRAM [17, 51, 52]. We hope that the works featu-
red in this special issue inspire readers to explore the presen-
ted challenges, and to develop new solutions that can enable
high-performance, low-energy, low-latency, high-reliability
memory and storage systems, and thus the computing sys-
tems, of the future.
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This paper summarizes the idea of Tiered-Latency DRAM
(TL-DRAM), which was published in HPCA 2013 [73], and exa-
mines the work’s signi�cance and future potential. The capacity
and cost-per-bit of DRAM have historically scaled to satisfy
the needs of increasingly large and complex computer systems.
However, DRAM latency has remained almost constant, ma-
king memory latency the performance bottleneck in today’s
systems. We observe that the high access latency is not intrinsic
to DRAM, but a trade-o� is made to decrease the cost per bit. To
mitigate the high area overhead of DRAM sensing structures,
commodity DRAMs connect many DRAM cells to each sense
ampli�er through a wire called a bitline. These bitlines have
a high parasitic capacitance due to their long length, and this
bitline capacitance is the dominant source of DRAM latency.
Specialized low-latency DRAMs use shorter bitlines with fe-
wer cells, but have a higher cost-per-bit due to greater sense
ampli�er area overhead.
To achieve both low latency and low cost per bit, we intro-

duce Tiered-Latency DRAM (TL-DRAM). In TL-DRAM, each
long bitline is split into two shorter segments by an isolation
transistor, allowing one of the two segments to be accessed with
the latency of a short-bitline DRAM without incurring a high
cost per bit. We propose mechanisms that use the low-latency
segment as a hardware-managed or software-managed cache.
Our evaluations show that our proposed mechanisms improve
both performance and energy e�ciency for both single-core and
multiprogrammed workloads.
Tiered-Latency DRAM has inspired several other works on

reducing DRAM latency with little to no architectural modi�-
cation [20, 21, 22, 24, 37, 38, 68, 72, 116, 117, 118].

1. Problem: High DRAM Latency
Primarily due to its low cost per bit, DRAM has long been

the substrate of choice for architecting main memory subsys-
tems. In fact, DRAM’s cost per bit has been decreasing at a
rapid rate as DRAM process technology scales to integrate
ever more DRAM cells into the same die area. As a result,
each successive generation of DRAM has enabled increasingly
larger-capacity main memory subsystems at low cost.

In stark contrast to the continued scaling of cost per bit, the
latency of DRAM has remained almost constant. During the
same 11-year interval in which DRAM’s cost per bit decreased
by a factor of 16, DRAM latency (as measured by the tRCD and

tRC timing constraints)1 decreased by only 30.5% and 26.3% [6,
47], respectively, as shown in Figure 1. From the perspective
of the processor, an access to DRAM takes hundreds of cycles
– time during which the processor may be stalled, waiting for
DRAM [3, 34, 48, 92, 93, 96]. This wasted time due to stalling
on DRAM leads to large performance degradation.
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Figure 1: Change in DRAM capacity and latency over time [6,
47,100,111]. Reproduced from [73].

2. Key Observations and Our Goal
Bitline: Dominant Source of Latency. In DRAM, each

bit is represented as electrical charge in a capacitor-based
cell. The small size of this capacitor necessitates the use of an
auxiliary structure, called a sense ampli�er, to (1) detect the
small amount of charge held by the cell and (2) amplify it to
a full digital logic value. A sense ampli�er is approximately
one hundred times larger than a cell [107]. To amortize their
large size, each sense ampli�er is connected to many DRAM
cells through a wire called a bitline.2

Every bitline has an associated parasitic capacitance, whose
value is proportional to the length of the bitline. Unfortuna-
tely, the parasitic capacitance slows down DRAM operation
for two reasons. First, it increases the latency of the sense am-
pli�ers. When the parasitic capacitance is large, a cell cannot
quickly create a voltage perturbation on the bitline that can be
easily detected by the sense ampli�er. Second, the capacitance
increases the latency of charging and precharging the bitlines.
Although the cell and the bitline must be restored to their

1The overall DRAM latency can be decomposed into individual DRAM
timing constraints. Two of the most important timing constraints are tRCD
(row-to-column delay) and tRC (row-cycle time).

2We refer the reader to our prior works for a detailed background on
DRAM architecture and operation [21, 22, 23, 24, 37, 38, 54, 56, 57, 58, 59, 60, 68,
69, 71, 72, 73, 75, 76, 99, 103, 116, 117].
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quiescent voltages during and after an access to a cell, such a
procedure takes much longer when the parasitic capacitance
of the bitline is large. Due to these two reasons, and based on
a detailed latency breakdown discussed in Section 3.1 of our
HPCA 2013 paper [73], we conclude that long bitlines are the
dominant source of DRAM latency [44, 72, 73, 90, 91, 122].

Latency vs. Cost Trade-O�. The bitline length is a key
design parameter that exposes the important trade-o� bet-
ween latency and die size (cost). Short bitlines (i.e., a bitline
connected to only a few cells) constitute a small electrical load
(parasitic capacitance), which leads to low latency. However,
they require more sense ampli�ers for a given DRAM capa-
city (Figure 2a), which leads to a large die size. In contrast,
long bitlines have high latency and a small die size (Figure 2b).
As a result, neither of these two approaches can optimize for
both latency and cost per bit.
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Figure 2: DRAM latency and cost optimization, and our pro-
posal (TL-DRAM). Reproduced from [73].

Figure 3 shows the trade-o� between DRAM latency and
die size by plotting the latency (tRCD and tRC ) and the die size
for di�erent values of cells per bitline. Existing DRAM archi-
tectures are either (1) optimized for die size (e.g., commodity
DDR3 [86, 111]) and are thus low cost but high latency; or
(2) optimized for latency (e.g., RLDRAM [85], FCRAM [112])
and are thus low latency but (very) high cost.
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Figure 3: Bitline length: latency vs. die size. Reproduced
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The goal of our HPCA 2013 paper [73] is to design a new
DRAM architecture to approximate the best of both worlds
(i.e., low latency and low cost), based on our key observation
that long bitlines are the dominant source of DRAM latency.

3. Tiered-Latency DRAM
To achieve the latency advantage of short bitlines and the

cost advantage of long bitlines, we propose the Tiered-Latency
DRAM (TL-DRAM) architecture, which is shown in Figures 2c
and 4a. The key idea of TL-DRAM is to divide the long bitline
into two shorter segments using an isolation transistor: the
near segment (connected directly to the sense ampli�er) and
the far segment (connected through the isolation transistor).
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Figure 4: TL-DRAM: accessing the near segment and the far
segment. Adapted from [73].

The primary role of the isolation transistor is to electri-
cally decouple the two segments from each other. This chan-
ges the e�ective bitline length (and also the e�ective bitline
capacitance) as seen by the cell and sense ampli�er. Corre-
spondingly, the latency to access a cell also changes, albeit
di�erently depending on whether the cell is in the near or
the far segment.

When accessing a cell in the near segment, the isolation
transistor is turned o�, disconnecting the far segment (Fi-
gure 4b). Since the cell and the sense ampli�er see only the
reduced bitline capacitance of the shortened near segment,
they can drive the bitline voltage more easily. As a result, the
bitline voltage is restored more quickly, and, thus, the latency
(tRC ) for the near segment is signi�cantly reduced. On the
other hand, when accessing a cell in the far segment, the
isolation transistor is turned on to connect the entire length
of the bitline to the sense ampli�er. In this case, the isolation
transistor acts like a resistor inserted between the two seg-
ments (Figure 4c) and limits how quickly charge �ows to the
far segment. Because the far segment capacitance is charged
more slowly, it takes longer for the far segment voltage to be
restored, and, thus, the latency (tRC ) is increased for cells in
the far segment.
Sensitivity to Segment Length. The lengths of the two

segments are determined by where the isolation transistor
is placed on the bitline. Assuming that the number of cells
per bitline is �xed at 512 cells, the near segment length can
range from as short as a single cell to as long as 511 cells.
We perform circuit-level simulations to determine how the
latency of each segment based on the number of cell in the
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(b) Cell in far segment
Figure 5: Latency analysis. Reprodu-
ced from [73].
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Figure 7: Precharging. Re-
produced from [73].

segment. Figures 5a and 5b plot the latencies of the near and
far segments as a function of their length, respectively. For
reference, the rightmost bars in each �gure are the latencies of
an unsegmented long bitline whose length is 512 cells. From
these �gures, we draw three conclusions. First, the shorter
the near segment, the lower its latencies (tRCD and tRC ). This
is expected since a shorter near segment has a lower e�ective
bitline capacitance, allowing it to be driven to target voltages
more quickly. Second, the longer the far segment, the lower
the far segment’s tRCD . Recall from our previous discussion
that the far segment’s tRCD depends on how quickly the near
segment (not the far segment) can be driven. A longer far
segment implies a shorter near segment (lower capacitance),
which is why tRCD decreases for the far segment. Third, the
shorter the far segment, the smaller its tRC . The far segment’s
tRC is determined by how quickly it reaches the full voltage
(VDD or 0). Regardless of the length of the far segment or the
near segment, the current that trickles into it through the
isolation transistor does not change signi�cantly. Therefore,
a shorter far segment (lower capacitance) reaches the full
voltage more quickly.

Latency Analysis (Circuit Evaluation). We model TL-
DRAM in detail using SPICE simulations. Simulation parame-
ters are mostly derived from a publicly available 55nm DDR3
2Gb process technology �le [107] which includes information
such as cell and bitline capacitances and resistances, physical
�oorplanning, and transistor dimensions. Transistor device
characteristics were derived from [98] and scaled to agree
with [107]. Figures 6 and 7 show the bitline voltages during
activation and precharging, respectively. The x-axis origin
(time 0) in the two �gures corresponds to when the subarray
receives the ACTIVATE or PRECHARGE command, respecti-
vely. In addition to the voltages of the segmented bitline (near
and far segments), the �gures also show the voltages of two
unsegmented bitlines (short and long) for reference.

First, during an access to a cell in the near segment (Fi-
gure 6a), the far segment is disconnected and is �oating
(hence its voltage is not shown). The bitline starts at 1/2
VDD . Due to the reduced bitline capacitance of the near seg-
ment, its voltage increases almost as quickly as the voltage
of a short bitline (the two curves are overlapped) during sen-
sing & ampli�cation. Since the near segment voltage reaches
0.75VDD and VDD (the threshold and restored states, respecti-
vely) quickly, its tRCD and tRAS , respectively, are signi�cantly
reduced compared to a long bitline. Second, during an access
to a cell in the far segment (Figure 6b), we can indeed verify
that the voltages of the near and the far segments increase at
di�erent rates due to the resistance of the isolation transistor,
as previously explained. Compared to a long bitline, while
the near segment voltage reaches 0.75VDD more quickly, the
far segment voltage reaches VDD more slowly. As a result,
tRCD for the far segment is reduced while its tRAS is increased.

While precharging the bitline after accessing a cell in the
near segment (Figure 7a), the near segment reaches 0.5VDD
quickly due to the smaller capacitance, almost as quickly as
the short bitline (the two curves are overlapped). On the other
hand, precharging the bitline after accessing a cell in the far
segment (Figure 7b) takes longer compared to the long-bitline
baseline. As a result, tRP is reduced for the near segment and
increased for the far segment.
Summary (Latency, Power, and Die-Area). Table 1

summarizes the latency, power, and die area characteristics of
TL-DRAM compared to short-bitline and long-bitline DRAMs,
estimated using circuit-level SPICE simulation [98] and po-
wer/area models from Rambus [107]. Compared to commo-
dity DRAM (long bitlines), which incurs high latency (tRC ) for
all cells, TL-DRAM o�ers signi�cantly reduced latency (tRC )
for cells in the near segment, while increasing the latency
for cells in the far segment due to the additional resistance
of the isolation transistor. In DRAM, a large fraction of the
power is consumed by the bitlines. Since the near segment
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in TL-DRAM has a lower capacitance, it also consumes less
power. On the other hand, accessing the far segment requires
toggling the isolation transistors, leading to increased power
consumption. Mainly due to additional isolation transistors,
TL-DRAM increases die area by 3% compared to commodity
DRAM. Section 4 of our HPCA 2013 paper [73] includes de-
tailed circuit-level analyses of TL-DRAM, along with detailed
area, latency, and power estimations.

Short Bitline Long Bitline Segmented Bitline
(Figure 2a) (Figure 2b) (Figure 2c)

Unsegmented Unsegmented Near Far

Length (Cells) 32 512 32 480

Latency Low High Low Higher
(tRC ) (23.1ns) (52.5ns) (23.1ns) (65.8ns)

Normalized Low High Low Higher
Power (0.51) (1.00) (0.51) (1.49)

Normalized High Lower Low
Die-Size (Cost) (3.76) (1.00) (1.03)

Table 1: Latency, power, and die area comparison. Adapted
from [73].

4. Leveraging TL-DRAM
TL-DRAM enables the design of many new memory ma-

nagement policies that exploit the asymmetric latency cha-
racteristics of the near and the far segments. Section 5 of our
HPCA 2013 paper [73] describes four mechanisms that take
advantage of TL-DRAM. Here, we describe two approaches
in particular.

In the �rst approach, the memory controller uses the near
segment as a hardware-managed cache for the far segment.
In our HPCA 2013 paper [73], we discuss three policies for
managing the near segment cache. The three policies di�er
in deciding when a row in the far segment is cached into the
near segment and when the row is evicted. In addition, we
propose a new data transfer mechanism (Inter-Segment Data
Transfer) that e�ciently migrates data between the segments
by taking advantage of the fact that the bitline is a bus con-
nected to the cells in both segments. By using this technique,
the data from the source row can be transferred to the destina-
tion row over the bitlines at very low latency (additional 4ns
over tRC ).3 Furthermore, this Inter-Segment Data Transfer
happens exclusively within a DRAM bank without utilizing
the DRAM channel, allowing concurrent accesses to other
banks.

In the second approach, the near segment capacity is expo-
sed to the OS, enabling the OS to use the full DRAM capacity.
We propose two concrete mechanisms, one where the me-
mory controller uses an additional layer of indirection to map
frequently-accessed pages to the near segment, and another
where the OS uses static/dynamic pro�ling to directly map

3A later work, RowClone [116], takes advantage of this property to
enable bulk copy and initialization completely within DRAM.

frequently-accessed pages to the near segment. In both ap-
proaches, the accesses to pages that are mapped to the near
segment are served faster and with lower power than in con-
ventional DRAM, resulting in improved system performance
and energy e�ciency.

We refer the reader to Section 5 of our HPCA 2013 pa-
per [73] for a full description of use cases for TL-DRAM. Note
that a very wide variety of techniques developed for cache
management [105,115,119,120,132] can be adopted to manage
the near segment in TL-DRAM.

5. Performance and Power Evaluation
Section 8 of our HPCA 2013 paper [73] provides a de-

tailed evaluation of all of the above approaches to leverage
TL-DRAM. Here, we present the evaluation results for only
the �rst approach, in which the near segment is used as a
hardware-managed cache managed under our best policy
(Bene�t-Based Caching), to demonstrate the advantages of
our TL-DRAM substrate.
Methodology. To evaluate our mechanism, we use Ra-

mulator [56, 110], an open-source DRAM simulator, which is
integrated into an in-house processor simulator. The released
version of Ramulator [110] provides a model for TL-DRAM,
which we hope future works use and build upon. A detailed
methodology can be found in Section 7 of our HPCA 2013
paper [73].
Performance & Power Analysis. Figure 8 shows the

average performance improvement and power e�ciency of
our proposed mechanism over the baseline with conventional
DRAM, on 1-, 2- and 4-core systems. As described in Section 3,
the access latency and power consumption are signi�cantly
lower for near segment accesses, but higher for far segment
accesses, compared to accesses in a conventional DRAM. We
observe that a large fraction (over 90% on average) of requests
hit in the rows cached in the near segment, thereby accessing
the near segment with low latency and low power consump-
tion. As a result, TL-DRAM achieves signi�cant performance
improvements of 12.8%/12.3%/11.0%, and power savings of
23.6%/26.4%/28.6% in 1-/2-/4-core systems, respectively.
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Figure 8: IPC improvement and power consumption of TL-
DRAM. Adapted from [73].

Sensitivity to Near Segment Capacity. The number of
rows in the near segment presents a trade-o�, since increa-
sing the near segment’s size increases its capacity but also
increases its access latency. Figure 9 shows the performance
improvement of our proposed mechanisms over the base-
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line as we vary the near segment size. Initially, performance
improves as the number of rows in the near segment incre-
ases, since more data can be cached. However, increasing
the number of rows in the near segment beyond 32 reduces
the performance bene�t due to the increased capacitance and
hence the higher near segment access latencies.

Figure 9: E�ect of varying near segment capacity. Reprodu-
ced from [73].

Other Results. In our HPCA 2013 paper [73], we pro-
vide a detailed analysis of how timing parameters and power
consumption vary when varying the near segment length
(Sections 4 and 6.3 of [73], respectively). We also provide a
comprehensive evaluation of the mechanisms we build on
top of the TL-DRAM substrate for both single- and multi-core
systems (Section 8 of [73]).

6. Related Work
To our knowledge, our HPCA 2013 paper [73] is the �rst

to i) enable latency heterogeneity in DRAM without signi-
�cantly increasing the DRAM cost per bit, and ii) propose
hardware/software mechanisms that leverage this latency
heterogeneity to improve system performance. We make the
following major contributions.
ACost-E�cient Low-LatencyDRAM. Based on the key

observation that long internal wires (bitlines) are the domi-
nant source of DRAM latency, our HPCA 2013 paper [73]
proposes a new DRAM architecture called Tiered-Latency
DRAM (TL-DRAM). To our knowledge this is the �rst work
to enable low-latency DRAM without signi�cantly increasing
the DRAM cost per bit. By adding a single isolation transistor
to each bitline, we carve out a region within a DRAM chip,
called the near segment, which is fast and energy-e�cient.
This comes at a modest overhead of 3% increase in DRAM die-
area. While there are two prior approaches to reduce DRAM
latency (using short bitlines [85, 112], adding an SRAM cache
in DRAM [32, 36, 39, 142]), both of these approaches signi�-
cantly increase die-area due to additional sense ampli�ers or
additional area for an SRAM cache, as we evaluate in our full
paper [73]. Compared to these prior approaches, TL-DRAM
is a much more cost-e�ective architecture for achieving low
latency.

There are many recent works that reduce overall memory
access latency by modifying DRAM, the DRAM-controller
interface, and DRAM controllers. These works enable more
parallelism and bandwidth [22, 60, 71, 116], reduce refresh
counts [50, 51, 52, 53, 75, 76, 103, 134], accelerate bulk operati-
ons [23,114,116,117,118], accelerate computation in the logic
layer of 3D-stacked DRAM [1,2,7,8,33,35,40,41,55,77,101,141],

enable better communication between CPU and other devices
through DRAM [69], leverage process variation and tempera-
ture dependency in DRAM [20, 21, 24, 70, 72], leverage design-
induced variation in DRAM [68], leverage DRAM access pat-
terns [37, 38, 123], reduce write-related latencies by better
designing DRAM and DRAM control policies [26, 66, 113],
and reduce overall queuing latencies in DRAM by better sche-
duling memory requests [29, 30, 31, 34, 42, 43, 49, 58, 59, 65, 87,
88, 89, 94, 95, 121, 126, 127, 133]. Our proposal is orthogonal
to all of these approaches and can be applied in conjunction
with them to achieve higher latency and energy bene�ts.

Inter-Segment Data Transfer. By implementing latency
heterogeneity within a DRAM subarray, TL-DRAM enables
e�cient data transfer between the fast and slow segments
by utilizing the bitlines as a wide bus. This mechanism takes
advantage of the fact that both the source and destination
cells share the same bitlines. Furthermore, this inter-segment
migration happens only within a DRAM bank and does not
utilize the DRAM channel, thereby allowing concurrent acces-
ses to other banks over the channel. This inter-segment data
transfer enables fast and e�cient movement of data within
DRAM, which in turn enables e�cient ways of taking advan-
tage of latency heterogeneity.

Other works that leverage latency heterogeneity in DRAM
do not usually provide any e�cient mechanism of inter-
segment data migration between di�erent latency segments.
For example, Son et al. [124] propose a low-latency DRAM
architecture that has di�erent, fast (long bitline) and slow
(short bitline) subarrays in DRAM. This approach provides
the signi�cant bene�t only if latency-critical data is already
allocated to the low-latency regions (the low latency subar-
rays). Therefore, the overall memory system performance
is very sensitive to the page placement policy, and the sy-
stem cannot easily adopt to changes in the access latency
of pages. In contrast, our new inter-segment data transfer
mechanism enables e�cient relocation of pages, leading to
e�cient dynamic page placement and relocation based on
the dynamically determined latency criticality of each page.
Several more recent works [23, 114, 116, 117] take advantage
of our concept of inter-segment data transfer mechanism to
perform page copy/initialization and bulk bitwise operations
completely within a DRAM chip.

7. Potential Long-Term Impact
Tolerating High DRAM Latency by Enabling New

Layers in the Memory Hierarchy. Today, there is a large
latency cli� between the on-chip last level cache and o�-chip
DRAM, leading to a large performance fall-o� when appli-
cations start missing in the last level cache. By introducing
an additional fast layer (the near segment) within the DRAM
itself, TL-DRAM smoothens this latency cli�.

Note that many recent works add a DRAM cache or
create heterogeneous main memories [25, 28, 62, 63, 74, 81,
82, 83, 102, 106, 108, 109, 138, 140] to smooth the latency
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cli� between the last level cache and a longer-latency non-
volatile main memory, e.g., phase-change memory [62, 63,
64, 83, 84, 104, 106, 137, 139], STT-MRAM [61, 83, 97, 135], or
RRAM/memristors [27, 125, 136], or to take advantage of the
advantages of multiple di�erent types of memories to op-
timize for multiple metrics. Our approach is similar at the
high-level (i.e., to reduce the latency cli� at low cost by ta-
king advantage of heterogeneity), yet we introduce the new
low-latency layer within DRAM itself instead of adding a com-
pletely separate device. Tiered-Latency DRAM can also be
used as a fast DRAM cache.

Applicability to FutureMemoryDevices. We show the
bene�ts of TL-DRAM’s asymmetric latencies. Considering
that most memory devices adopt a similar cell organization
(i.e., a two-dimensional cell array and row/column bus con-
nections), our approach of reducing the electrical load of
connecting to a bus (bitline) to achieve low access latency can
be applicable to other memory devices. Furthermore, the idea
of performing inter-segment data transfer can also potentially
be applied to other memory devices, regardless of the memory
technology. For example, we believe it is promising to exa-
mine similar approaches for emerging memory technologies
like phase-change memory [62,63,64,83,84,104,106,137,139],
STT-MRAM [61, 83, 97, 135], or RRAM/memristors [27, 125,
136], as well as NAND �ash memory technology [9, 10, 11, 12,
13, 14, 15, 16, 17, 18, 19, 78, 79, 80, 81].

New Research Opportunities. The TL-DRAM substrate
creates new opportunities by enabling mechanisms that can
leverage the latency heterogeneity o�ered by the substrate.
We brie�y describe three directions, but we believe that there
are many new possibilities.

• New ways of leveraging TL-DRAM: TL-DRAM is a substrate
that can be utilized for many applications. Although we
describe two major ways of leveraging TL-DRAM in our
HPCA 2013 paper [73], we believe there are more ways
to leverage the TL-DRAM substrate both in hardware and
software. For instance, new mechanisms could be devised
to detect data that is latency critical (e.g., data that causes
many threads to become serialized [31, 45, 46, 130, 131] or
data that belongs to threads that are more latency-sensitive
or important [4, 5, 29, 58, 59, 65, 67, 126, 127, 128, 129, 133])
or could become latency critical in the near future and
allocate/prefetch such data into the near segment.

• Opening up new design spaces with multiple tiers: TL-DRAM
can be easily extended to have multiple latency tiers by
adding more isolation transistors to the bitlines, providing
more latency asymmetry. Our HPCA 2013 paper [73] pro-
vides an analysis of the latency of a TL-DRAM design with
three tiers, showing the spread in latency for three tiers.
This enables new mechanisms both in hardware and soft-
ware that can allocate data appropriately to di�erent tiers
based on their access characteristics such as locality, criti-
cality, priority, etc.

• Inspiring new ways of architecting latency heterogeneity
within DRAM: To our knowledge, TL-DRAM is the �rst
to enable latency heterogeneity within DRAM, which is
signi�cantly modifying the existing DRAM architecture.
We believe that this could inspire research on other pos-
sible ways of architecting latency heterogeneity within
DRAM [20,21,24,37,38,68,70,72] or other memory devices.
Note that recent works that are after our HPCA 2013 paper
clearly exploit this promising direction proposed by our
paper [20, 21, 24, 37, 38, 68, 70, 72, 116].
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This paper summarizes the idea of Adaptive-Latency DRAM
(AL-DRAM), which was published in HPCA 2015 [90], and
examines the work’s signi�cance and future potential. AL-
DRAM is a mechanism that optimizes DRAM latency based on
the DRAMmodule and the operating temperature, by exploiting
the extra margin that is built into the DRAM timing parameters.
DRAM manufacturers provide a large margin for the timing
parameters as a provision against two worst-case scenarios.
First, due to process variation, some outlier DRAM chips are
much slower than others. Second, chips become slower at higher
temperatures. The timing parameter margin ensures that the
slow outlier chips operate reliably at the worst-case temperature,
and hence leads to a high access latency.
Using an FPGA-based DRAM testing platform, our work

�rst characterizes the extra margin for 115 DRAM modules
from three major manufacturers. The experimental results de-
monstrate that it is possible to reduce four of the most critical
timing parameters by a minimum/maximum of 17.3%/54.8% at
55℃while maintaining reliable operation. AL-DRAM uses these
observations to adaptively select reliable DRAM timing para-
meters for each DRAM module based on the module’s current
operating conditions. AL-DRAM does not require any changes
to the DRAM chip or its interface; it only requires multiple
di�erent timing parameters to be speci�ed and supported by
the memory controller. Our real system evaluations show that
AL-DRAM improves the performance of memory-intensive wor-
kloads by an average of 14% without introducing any errors.

Our characterization and proposed techniques have inspired
several other works on analyzing and/or exploiting di�erent
sources of latency and performance variation within DRAM
chips [30, 34, 51, 71, 89, 127].

1. Problem: High DRAM Latency
A DRAM chip is made of capacitor-based cells that repre-

sent data in the form of electrical charge. To store data in
a cell, charge is injected, whereas to retrieve data from a
cell, charge is extracted. Such movement of charge happens
through a wire called bitline. Due to the large resistance and
the large capacitance of the bitline, it takes a long time to
access DRAM cells. To guarantee correct operation for every
module sold, DRAM manufacturers impose a set of minimum
latency restrictions on DRAM accesses, called timing para-
meters [60]. Ideally, timing parameters should provide just

enough time for a DRAM chip to operate correctly. In practice,
however, there is a very large margin in the timing parame-
ters to ensure correct operation under worst-case conditions
with respect to two aspects. First, due to process variation,
some outlier cells su�er from a larger RC-delay than other
cells [64, 94], and require more time to be accessed. Second,
due to temperature dependence, DRAM cells lose more charge
at high temperature [97,171], and therefore require more time
to be accessed. Due to the worst-case provisioning of the �xed
timing parameters, which ensure reliable operation up to a
temperature of 85℃, it takes a longer time to access most
of DRAM under most operating conditions than is actually
necessary for correct operation.

2. Key Observations and Our Goal
First, we observe that most DRAM chips do not con-

tain the worst-case cells that require the largest access
latency. Using an FPGA-based testing platform [52], we pro-
�le 115 real DRAM modules and observe that the slowest
cell (i.e., the cell that stores the smallest amount of charge)
for a typical chip is still signi�cantly faster than the slowest
cell of the worst-case chip. Our pro�ling exposes the large
margin built into DRAM timing parameters. In particular,
we identify four timing parameters that are the most critical
during a DRAM access: tRCD, tRAS, tWR, and tRP.1 At 55℃,
we demonstrate that the parameters can be reduced by an
average of 17.3%, 37.7%, 54.8%, and 35.2%, respectively, while
still maintaining correctness.

Second, we observe that most DRAM chips are not ex-
posed to theworst-case temperature of 85℃.We measure
the DRAM ambient temperature in a server cluster running a
very memory-intensive benchmark, and �nd that the tempe-
rature never exceeds 34℃, and never changes by more than
0.1℃ per second. Other works [48,99] also observe that worst-
case DRAM temperatures are not common, and that servers
typically operate at much lower temperatures [48, 99].

Based on these two observations, we show that typical
DRAM chips operating at typical temperatures (e.g., 55℃) are
capable of operating correctly when accessed with a much
smaller access latency, but are nevertheless forced to operate
1For a detailed background on the operation of DRAM, and an explanation
of each timing parameter, we refer the reader to our prior works [30, 31, 32,
34, 51, 52, 67, 68, 69, 70, 71, 73, 75, 76, 77, 78, 88, 89, 90, 92, 93, 97, 98, 127, 146, 147].
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at the largest latency of the worst-case module and operating
conditions. Modules in existing systems use these worst-case
latencies because existing memory controllers are equipped
with only a single set of timing parameters that are dictated
by the worst case.
Our goal in our HPCA 2015 paper [90] is to exploit the

extra margin that is built into the DRAM timing parameters
to reduce DRAM latency, and thus improve performance as
well as energy consumption. To this end, we �rst provide a
detailed analysis of why we can reduce DRAM timing para-
meters without sacri�cing reliability.

3. Charge & Latency Interdependence
The operation of a DRAM cell is governed by two impor-

tant parameters: i) the quantity of charge and ii) the latency
it takes to move charge. These two parameters are closely
related to each other. Based on SPICE simulations with a de-
tailed DRAM model, we identify the quantitative relationship
between charge and latency [90]. We brie�y summarize our
three key observations from these analyses here. Section 7
of our HPCA 2015 paper [90] provides a detailed analysis of
our observations.

First, having more charge in a DRAM cell accelerates the
sensing operation in the cell, especially at the beginning of
sensing, enabling the opportunity to shorten the timing para-
meters that correspond to sensing (tRCD and tRAS). Second,
when restoring the charge in a DRAM cell, a large amount of
the time is spent on injecting the �nal small amount of charge
into the cell. If there is already enough charge in the cell for
the next access, the cell does not need to be fully restored. In
this case, it is possible to shorten the latter part of the resto-
ration time, creating the opportunity to shorten the timing
parameters that correspond to restoration (tRAS and tWR).
Third, at the end of precharging, i.e., setting the bitline into
the initial voltage level (before accessing a cell) for the next
access, a large amount of the time is spent on precharging
the �nal small amount of bitline voltage di�erence from the
initial level. When there is already enough charge in the cell
to overcome the voltage di�erence in the bitline, the bitline
does not need to be fully precharged. Thus, it is possible to
shorten the �nal part of the precharge time, creating the op-
portunity to shorten the timing parameter that corresponds
to precharge (tRP). Based on these three observations, we
conclude that timing parameters can be shortened if DRAM
cells have enough charge.

4. Adaptive-Latency DRAM
As explained in Section 3, the amount of charge in the

cell right before an access to it plays a critical role in how
long it takes to retrieve the correct data from the cell. In
Figure 1, we illustrate the impact of process variation using
two di�erent cells: one is a typical cell (left column) and the
other is the worst-case cell that deviates the most from the
typical (right column). The worst-case cell initially contains

less charge than the typical cell for two reasons. First, due to
its large resistance, the worst-case cell cannot allow charge to
�ow inside quickly. Second, due to its small capacitance, the
worst-case cell cannot store much charge even when it is fully
charged. To accommodate such a worst-case cell, existing
timing parameters are conservatively set to large values.
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Figure 1: E�ect of reduced latency: typical vs. worst-case. Re-
produced from [90].

In Figure 1, we also illustrate the impact of temperature
dependence using two cells at two di�erent operating tempe-
ratures: i) a typical temperature (55℃, bottom row), and ii) the
worst-case temperature (85℃, top row) supported by DRAM
standards. Both typical and worst-case cells leak charge at
a faster rate at the worst-case temperature. Therefore, not
only does the worst-case cell have less charge to begin with,
but it is left with even less charge at the worst temperature
because it leaks charge at a faster rate (top-right in Figure 1).
To accommodate the combined e�ect of process variation and
temperature dependence, existing timing parameters are set
to very large values. That is why the worst-case condition
for correctness is speci�ed by the top-right of Figure 1, which
shows the least amount of charge stored in the worst-case cell
at the worst-case temperature in its initial state. On top of
this, DRAM manufacturers add an extra latency margin to
the access time under worst-case conditions. In other words,
the amount of charge in a cell under worst-case conditions
is still greater than the minimum amount of charge required
for correctness.

If we were to reduce the timing parameters, we would
also reduce the amount of charge stored in the cells. It is
important to note, however, that we are proposing to exploit
only the additional slack (in terms of charge) compared to the
worst case. This allows us to provide as strong of a reliability
guarantee as manufacturers currently do for worst-case cells
and operating conditions. In Figure 1, we illustrate the impact
of reducing the timing parameters. The lightened portions
inside the cells represent the amount of charge that we are
giving up by using reduced timing parameters. Note that
we are not giving up any charge for the worst-case cell at
the worst-case temperature. Although the other three cells
are not fully charged in their initial state, w propose to give
up just enough charge from them such that they are left
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with a similar amount of charge as the worst case (top-right).
This is because these cells are capable of either holding more
charge to begin with (typical cell, left column) or holding
their charge for longer (typical temperature, bottom row).
Therefore, optimizing the timing parameters (based on the
amount of existing charge slack) provides the opportunity to
reduce overall DRAM latency while still maintaining the same
reliability guarantees provided by DRAM manufacturers.

Based on these observations, we propose Adaptive-Latency
DRAM (AL-DRAM), a mechanism that dynamically optimi-
zes the timing parameters for di�erent modules at di�erent
temperatures. AL-DRAM exploits the additional charge slack
present in the common-case compared to the worst-case, the-
reby preserving the level of reliability (at least as high as the
worst-case) provided by DRAM manufacturers.

5. DRAM Latency Pro�ling:
Experimental Analysis of 115 Modules

We present and analyze the results of our DRAM pro�ling
experiments, performed on our FPGA-based DRAM testing
infrastructure, SoftMC [52], which is also used in our various
past works analyzing various DRAM characteristics [30,34,68,
69,75,89,90,97,136]. In total, we analyze 115 DRAM modules
from three major manufacturers, comprising 920 total DRAM
chips. Our full methodology is explained in Section 6 of our
HPCA 2015 paper [90].

5.1. Analysis of a Representative DRAMModule
We study the possible timing parameter reductions of a

DRAM module while still maintaining correctness. To guaran-
tee reliable DRAM operation, DRAM manufacturers provide
a built-in safety margin in retention time, also referred to
as a guardband [2, 68, 97, 127, 166]. This way, DRAM manu-
facturers are able to guarantee that even the weakest cell
is insured against various other modes of failure. We �rst
measure the safety margin of a DRAM module by sweeping
the refresh interval at the worst-case operating temperature
(85℃), using the standard timing parameters. Figure 2a plots
the maximum refresh intervals of each bank and each chip in
a DRAM module for both read and write operations. We make
several observations. First, the maximum error-free refresh
intervals of both read and write operations are much larger
than the DRAM standard (208 ms for the read and 160 ms for
the write operations vs. the 64 ms standard). Second, for the
smaller architectural units (banks and chips in the DRAM mo-
dule), some of them operate without incurring errors even at
much higher refresh intervals than others (as high as 352 ms
for the read operations and 256 ms for the write operations).
This is because the error-free retention time is determined
by the worst single cell in each architectural component (i.e.,
bank/chip/module).

Based on this experiment, we de�ne the safe refresh interval
for a DRAM module as the maximum refresh interval that
leads to no errors, minus an additional margin of 8 ms, which

(a) Maximum error-free refresh interval at 85℃ (bank/chip/module)

(b) Read latency (refresh Iinterval: 200 ms)

(c) Write latency (refresh interval: 152 ms)

Figure 2: Latency reductions while maintaining the safety
margin of DRAM. Reproduced from [90].

is the increment at which we sweep the refresh interval. The
safe refresh interval for the read and write operations are 200
ms and 152 ms, respectively. We then use the safe refresh
intervals to run the tests with all possible combinations of
timing parameters. For each combination, we run our tests
at two temperatures: 85℃ and 55℃.

Figure 2b plots the error-free timing parameter combinati-
ons (tRCD, tRAS, and tRP) in the read operation test. For each
combination, there are two stacked bars — the left bar for the
test at 55℃ and the right bar for the test at 85℃. Missing bars
indicate that the test (with that timing parameter combina-
tion at that temperature) causes errors. Figure 2c plots same
data for the write operation test (tRCD, tWR, and tRP).

We make two observations. First, even at the highest tem-
perature of 85℃, the DRAM module reliably operates with
reduced timing parameters (24% reduction for read, and 35%
reduction for write operations). Second, at the lower tempe-
rature of 55℃, the potential latency reduction is even higher
(36% for read, and 47% for write operations). These latency
reductions are possible while maintaining the safety margin
of the DRAM module. From these two observations, we con-
clude that there is signi�cant opportunity to reduce DRAM
timing parameters without compromising reliability.

5.2. Analysis of 115 DRAMModules
We have studied the e�ect of temperature and the potential

to reduce various timing parameters at di�erent temperatures
for a single DRAM module. The same trends and observati-
ons also hold true for all of the other modules we studied. In
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this section, we analyze the e�ect of process variation by stu-
dying the results of our pro�ling experiments on 115 DIMMs.
We also present results for intra-chip process variation by
studying the process variation across di�erent banks within
each DIMM.

Figure 3a (solid line) plots the highest refresh interval that
leads to correct operation across all cells at 85℃ within each
DIMM for the read operation test. The red dots on top show
the highest refresh interval that leads to correct operation
across all cells within each bank for all 8 banks. Figure 3b
plots the same data for the write operation test.

(a) Read retention time (b) Write retention time

(c) Read latency (d) Write latency

Figure 3: Analysis of 115 modules. Reproduced from [90].

We draw two conclusions. First, although there exist a
few modules which just meet the timing parameters (with
a low safety margin), a vast majority of the modules very
comfortably meet the standard timing parameters (with a
high safety margin). This indicates that a majority of the
DIMMs have signi�cantly higher safety margins than the
worst-case module even at the highest-acceptable operating
temperature of 85℃. Second, the e�ect of process variation is
even higher for banks within the same DIMM, explained by
the large spread in the red dots for each DIMM. Since banks
within a DIMM can be accessed independently with di�erent
timing parameters, one can potentially imagine a mechanism
that more aggressively reduces timing parameters at a bank
granularity and not just the DIMM granularity. We leave this
for future work.2

To study the potential of reducing timing parameters for
each DIMM, we sweep all possible combinations of timing
2Note that our future works [30, 33, 34, 87, 89] explain this observation of
latency heterogeneity within a DRAM chip.

parameters (tRCD/tRAS/tWR/tRP) for all the DIMMs at both
the highest acceptable operating temperature (85℃) and a
more typical operating temperature (55℃). We then determine
the acceptable DRAM timing parameters for each DIMM for
both temperatures while maintaining its safety margin.

Figures 3c and 3d show the results of this experiment for
the DRAM read and DRAM write, respectively. The y-axis
plots the sum of the relevant timing parameters (tRCD, tRAS,
and tRP for the DRAM read and tRCD, tWR, and tRP for the
DRAM write). The solid black line shows the latency sum of
the standard timing parameters (DDR3 DRAM speci�cation).
The dotted red line and the dotted blue line show the most
acceptable latency parameters for each DIMM at 85℃ and
55℃, respectively. The solid red line and blue line show the
average acceptable latency across all DIMMs.

We make two observations. First, even at the highest tem-
perature of 85℃, DIMMs can reliably operate at reduced
access latencies: 21.1% on average for read, and 34.4% on
average for write operations. This is a direct result of the pos-
sible reductions in timing parameters tRCD/tRAS/tWR/ tRP —
15.6%/20.4%/20.6%/28.5% on average across all the DIMMs.3
As a result, we conclude that process variation and lower
temperatures enable a signi�cant potential to reduce DRAM
access latencies. Second, we observe that at lower tempera-
tures (e.g., 55℃) the potential for latency reduction is even
greater (32.7% on average for read, and 55.1% on average
for write operations), where the corresponding reduction
in timing parameters tRCD/tRAS/tWR/ tRP are 17.3%/37.7%/
54.8%/35.2% on average across all the DIMMs.

We conclude that existing DRAM modules can be acces-
sed reliably with lower access latencies, especially at lower
temperatures than the worst-case temperature speci�ed by
DRAM manufacturers.

6. Real-System Evaluation
We evaluate AL-DRAM on a real system that o�ers dyna-

mic software-based control over DRAM timing parameters at
runtime [10,11]. We use the minimum values of the timing pa-
rameters that do not introduce any errors at 55℃ for any mo-
dule to determine the latency reduction at 55℃. Thus, the la-
tency is reduced by 27%/32%/33%/18% for tRCD/tRAS/tWR/tRP,
respectively. Our full methodology is described in Section 8
of our HPCA 2015 paper [90].

Figure 4 shows the performance improvement of reducing
the timing parameters in the evaluated memory system with
one rank and one memory channel at a 55℃ operating tem-
perature. We run a variety of di�erent applications in two
di�erent con�gurations. The �rst one (single-core) runs only
one thread, and the second one (multi-core) runs multiple
applications/threads. We run each con�guration 30 times
(only SPEC benchmarks are executed 3 times due to their
3Due to space constraints, we present only the average potential reduction
for each timing parameter. However, detailed characterization of each DIMM
can be found online at the SAFARI Research Group website [91].
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large execution times), and present the average performance
improvement across all the runs and their standard devia-
tion as an error bar. Based on the last-level cache misses
per kilo instructions (MPKI), we categorize our applications
into memory-intensive or non-intensive groups, and report
the geometric mean performance improvement across all
applications from each group.
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Figure 4: Real system performance improvement with AL-
DRAM. Reproduced from [90].

We draw three key conclusions from Figure 4. First, AL-
DRAM provides signi�cant performance improvement over
the baseline (as high as 20.5% for the very memory-bandwidth-
intensive STREAM applications [109]). Second, when the me-
mory system is under higher pressure with multi-core/multi-
threaded applications, we observe signi�cantly higher per-
formance (than in the single-core case) across all applicati-
ons from our workload pool. Third, as expected, memory-
intensive applications bene�t more in performance than non-
memory-intensive workloads (14.0% vs. 2.9% on average).
We conclude that by reducing the DRAM timing parameters
using AL-DRAM, we can speed up a real system by 10.5%
(on average across all 35 workloads on the multi-core/multi-
thread con�guration).

We also conducted reliability stress tests for our mecha-
nism. We ran our workloads for 33 days without interruption
of the lower latencies. We observed no errors and correct
results.

7. Other Results and Analyses in Our Paper
Our HPCA 2015 paper [90] includes signi�cant amount of

DRAM latency analyses and system performance evaluati-
ons. We refer the reader to [90] for detailed evaluations and
analyses.
• E�ect of Changing the Refresh Interval on DRAM

Latency. We evaluate DRAM latency at di�erent re-
fresh intervals. We observe that refreshing DRAM cells
more frequently enables more DRAM latency reduction
(Section 7.1 of our HPCA 2015 paper [90]).

• E�ect ofReducingMultiple TimingParameters. We
study the potential for reducing multiple timing parame-
ters simultaneously. Our key observation is that reducing
one timing parameter leads to decreasing the opportu-
nity to reduce another timing parameter simultaneously
(Section 7.2 of our HPCA 2015 paper [90]).

• Analysis of the Repeatability of Cell Failures. We
perform tests for �ve di�erent scenarios to determine
that a cell failure due to reduced latency is repeatable: i)
same test, ii) test with di�erent data patterns, iii) test with
timing-parameter combinations, iv) test with di�erent
temperatures, and v) DRAM read/write. Most of these
scenarios show that a very high fraction (more than 95%)
of the erroneous cells consistently experience an error
over multiple iterations of the same test (Section 7.6 of
our HPCA 2015 paper [90]).

• Performance Sensitivity Analyses. We analyze the
impact of increasing the number of ranks and channels,
executing heterogeneous workloads, using di�erent row
bu�er policies. We show that AL-DRAM e�ectively im-
proves performance in all cases (Section 8.4 of our HPCA
2015 paper [90]).

• Power Consumption Analysis. We show that AL-
DRAM reduces DRAM power consumption by 5.8%. This
reduced power consumption is due to the reduced DRAM
latencies (Section 8.4 of our HPCA 2015 paper [90]).

8. Related Work
To our knowledge, our HPCA 2015 paper is the �rst work

to i) provide a detailed qualitative and empirical analysis of
the relationship between process variation and temperature
dependence of modern DRAM devices on the one side, and
DRAM access latency on the other side (we directly attribute
the relationship between the two to the amount of charge in
cells), ii) experimentally characterize a large number of exis-
ting DIMMs to understand the potential of reducing DRAM
timing constraints, iii) provide a practical mechanism that can
take advantage of this potential, and iv) evaluate the perfor-
mance bene�ts of this mechanism by dynamically optimizing
DRAM timing parameters on a real system using a variety of
real workloads.

Several works investigated the possibility of reducing
DRAM latency by either exploiting DRAM latency variation
or changing the DRAM architecture. We discuss these below.
DRAM Latency Variation. Chandrasekar et al. [29] eva-

luate the potential of relaxing some DRAM timing parame-
ters to reduce DRAM latency. This work observes latency
variations across DIMMs as well as for a DIMM at di�erent
operating temperatures. However, there is no explanation
as to why this phenomenon exists. In contrast, our HPCA
2015 paper [90] (i) identi�es and analyzes the root cause of
latency variation in detail, (ii) provides a practical mecha-
nism that can relax timing parameters, and (iii) provides a
real system evaluation of this new mechanism, using real
workloads, showing improved performance and preserved
reliability.

NUAT [153] and ChargeCache [51] show that recently-
refreshed rows contain more charge, and propose mecha-
nisms to access recently-refreshed rows with reduced latency.
Even though some of the observations in these works are
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similar to ours, the approaches to leverage them are di�erent.
AL-DRAM exploits temperature dependence in a DIMM and
process variations across DIMMs, while NUAT and Charge-
Cache use the time di�erence between a row refresh and an
access to the row (hence its bene�ts are dependent on when
the row is accessed after it is refreshed). Therefore, NUAT
and ChargeCache are complementary to AL-DRAM, and can
potentially be combined for better performance.

Voltron [34] uses an experimental characterization of real
DRAM modules to identify the relationship between the
DRAM supply voltage and access latency variation. Voltron
uses this relationship to identify the combination of voltage
and access latency that minimizes system-level energy con-
sumption without exceeding a user-speci�ed threshold for
the maximum acceptable performance loss.

Flexible-Latency DRAM (FLY-DRAM) [30] uses an expe-
rimental characterization of real DRAM modules to capture
access latency variation across DRAM cells within a single
DRAM chip due to manufacturing process variation. FLY-
DRAM identi�es that there is spatial locality in the slower
cells, resulting in fast regions (i.e., regions where all DRAM
cells can operate at signi�cantly-reduced access latency wit-
hout experiencing errors) and slow regions (i.e., regions where
some of the DRAM cells cannot operate at signi�cantly-
reduced access latency without experiencing errors) within
each chip. To take advantage of this heterogeneity in the reli-
able access latency of DRAM cells within a chip, FLY-DRAM
(1) categorizes the cells into fast and slow regions; and (2) lo-
wers the overall DRAM latency by accessing fast regions with
a lower latency.

Design-Induced Variation-Aware DRAM (DIVA-
DRAM) [89] uses an experimental characterization of
real DRAM modules to identify the latency variation within
a single DRAM chip that occurs due to the architectural
design of the chip. For example, a cell that is further away
from the row decoder requires a longer access time than a
cell that is close to the row decoder. Similarly, a cell that
is farther away from the wordline driver requires a larger
access time than a cell that is close to the wordline driver.
DIVA-DRAM uses design-induced variation to reduce the
access latency to di�erent parts of the chip.
Low-Latency DRAMArchitectures. Various works [31,

32, 33, 53, 78, 92, 108, 116, 142, 146, 154, 176] propose new
DRAM architectures that provide lower latency. Many of
these works improve DRAM latency at the cost of either
signi�cant additional DRAM chip area (i.e., extra sense am-
pli�ers [108, 142, 154], an additional SRAM cache [53, 176]),
specialized protocols [31,78,92,146] or a combination of these.
Our proposed mechanism requires no changes to the DRAM
chip and the DRAM interface, and hence has almost negligi-
ble overhead. Furthermore, AL-DRAM is largely orthogonal
to these proposed designs, and can be applied in conjunction
with them, providing greater cumulative reduction in latency.

Binning or Overclocking DRAM. AL-DRAM has mul-
tiple sets of DRAM timing parameters for di�erent tempe-
ratures and dynamically optimizes the timing parameters
at runtime. Therefore, AL-DRAM is di�erent from simple
binning (performed by manufacturers) or over-clocking (per-
formed by end-users; e.g., [58,126]) that are used to �gure out
the highest static frequency or lowest static timing parameters
for DIMMs.
OtherMethods for LoweringMemory Latency. There

are many works that reduce overall memory access latency
by modifying DRAM, the DRAM-controller interface, and
DRAM controllers. These works enable more parallelism and
bandwidth [3, 4, 31, 32, 78, 88, 93, 145, 146, 147, 167, 174, 178],
reduce refresh counts [66, 68, 70, 97, 98, 136, 164], accelerate
bulk operations [32,145,146,147,148], accelerate computation
in the logic layer of 3D-stacked DRAM [5, 6, 14, 15, 50, 54, 55,
72, 100, 129, 173], enable better communication between the
CPU and other devices through DRAM [93], leverage DRAM
access patterns [51, 153], reduce write-related latencies by
better designing DRAM and DRAM control policies [35, 83,
144], reduce overall queuing latencies in DRAM by better
scheduling memory requests [12, 13, 38, 46, 49, 56, 59, 61, 65, 76,
77, 84, 85, 86, 96, 109, 110, 111, 112, 120, 121, 125, 129, 141, 152,
159, 160, 161, 162, 163, 177], employ prefetching [9, 28, 36, 37,
42, 44, 45, 47, 84, 113, 114, 115, 119, 122, 124, 128, 158], perform
memory/cache compression [1, 7, 8, 39, 41, 43, 130, 131, 132,
133, 134, 151, 165, 168, 175], or perform better caching [67,
137, 138, 149, 150]. Our proposal is orthogonal to all of these
approaches and can be applied in conjunction with them to
achieve higher latency and energy bene�ts.
Experimental Studies of DRAM Chips. There are

several studies that characterize various errors in DRAM.
Many of these works observe how speci�c factors a�ect
DRAM errors, analyzing the impact of temperature [48] and
hard errors [57]. Other works have conducted studies of
DRAM error rates in the �eld, studying failures across a
large sample size [95, 106, 143, 155, 156, 157]. There are also
works that have studied errors through controlled experi-
ments, usually using FPGA-based DRAM testing infrastruc-
tures like SoftMC [52], to investigate errors due to reten-
tion time [52, 66, 68, 69, 70, 97, 98, 127, 136], disturbance from
neighboring DRAM cells [62, 74, 75, 118], latency variation
across/within DRAM chips [29, 30, 33, 87, 89], and supply
voltage [33, 34]. None of these works extensively study la-
tency variation across DRAM modules, which we characterize
in our work.

9. Signi�cance
Our work on AL-DRAM is the �rst to extensively characte-

rize and exploit the large access latency variation that exists
in modern DRAM devices. In this section, we discuss the
novelty of AL-DRAM and its expected future impact on the
community.
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9.1. Novelty

We make the following major contributions in our HPCA
2015 paper [90]:
Addressing a Critical Real Problem, High DRAM La-

tency, with Low Cost. High DRAM latency is a critical bott-
leneck for overall system performance in a variety of modern
computing systems [117, 123], especially in real large-scale
server systems [63, 101]. Considering the signi�cant di�cul-
ties in DRAM scaling [64, 117, 118, 123], the DRAM latency
problem is getting worse in future systems due to process
variation. Our HPCA 2015 work [90] leverages the heteroge-
neity created by DRAM process variation across DRAM chips
and system operating conditions to mitigate the DRAM la-
tency problem. We propose a practical mechanism, Adaptive-
Latency DRAM, which mitigates DRAM latency with very
modest hardware cost, and with no changes to the DRAM
chip itself.
Large-Scale Latency Pro�ling of Modern DRAM

Chips. Using our FPGA-based DRAM testing infrastruc-
ture [30, 33, 34, 52, 68, 69, 75, 87, 89, 90, 97, 127, 136], we pro�le
115 DRAM modules (920 DRAM chips in total) and show
that there is signi�cant timing variation between di�erent
DIMMs at di�erent temperatures. We believe that our results
are statistically signi�cant to validate our hypothesis that the
DRAM timing parameters strongly depend on the amount of
cell charge. We provide a detailed characterization of each
DIMM online at the SAFARI Research Group website [91].
Furthermore, we introduce our FPGA-based DRAM infra-
structure and experimental methodology for DRAM pro�ling,
which are carefully constructed to represent the worst-case
conditions in power noise, bitline/wordline coupling, data
patterns, and access patterns. Such information will hopefully
be useful for future DRAM research.
Extensive Real System Evaluation of DRAM Latency.

We evaluate our mechanism on a real system [10,11] and show
that our mechanism provides signi�cant performance impro-
vements. Reducing the timing parameters strips the excessive
margin in the electrical charge stored within a DRAM cell.
We show that the remaining margin is enough for DRAM to
operate reliably. To verify the correctness of our experiments,
we ran our workloads for 33 days nonstop, and examined
their and the system’s correctness with reduced timing para-
meters. Using the reduced timing parameters over the course
of 33 days, our real system was able to execute 35 di�erent
workloads in both single-core and multi-core con�gurations
while preserving correctness and being error-free. Note that
these results do not absolutely guarantee that no errors can
be introduced by reducing the timing parameters. However,
we believe that we have demonstrated a proof-of-concept
which shows that DRAM latency can be reduced at no impact
on DRAM reliability. Ultimately, DRAM manufacturers can
provide the reliable timing parameters for di�erent operating
conditions and modules.

9.2. Potential Long-Term Impact
Tolerating High DRAM Latency by Exploiting

DRAM Intrinsic Characteristics. Today, there is a large
latency cli� between the on-chip last level cache and o�-chip
DRAM, leading to a large performance fall-o� when applica-
tions start missing in the last level cache. By enabling lower
DRAM latency, our mechanism, Adaptive-Latency DRAM,
smoothens this latency cli� without adding another layer
into the memory hierarchy.
Applicability to FutureMemoryDevices. We show the

bene�ts of the common-case timing optimization in modern
DRAM devices by taking advantage of intrinsic characteris-
tics of DRAM. Considering that most memory devices adopt a
uni�ed speci�cation that is dictated by the worst-case opera-
ting condition, our approach that optimizes device latency for
the common case can be applicable to other memory devices
by leveraging the intrinsic characteristics of the technology
they are built with. We believe there is signi�cant potential
for approaches that could reduce the latency of Phase Change
Memory (PCM) [40, 80, 81, 82, 105, 135, 139, 140, 170, 172], STT-
MRAM [79, 105], RRAM [169], and NAND �ash memory [16,
17, 18, 19, 20, 21, 22, 22, 23, 24, 25, 26, 27, 102, 103, 104, 107].

NewResearchOpportunities. Adaptive-Latency DRAM
creates new opportunities by enabling mechanisms that can
leverage the heterogeneous latency o�ered by our mechanism.
We describe a few of these brie�y.

Optimizing the operating conditions for faster DRAM access:
Adaptive-Latency DRAM provides di�erent access latencies
for di�erent operating conditions. Future works can explore
how the operating conditions themselves can be optimized,
which can be used in conjunction with AL-DRAM to further
improve the DRAM access latency. For instance, balancing
DRAM accesses over multiple DRAM channels and ranks can
potentially reduce the DRAM operating temperature, max-
imizing the bene�ts provided by AL-DRAM. At the system
level, operating the system at a constant low temperature can
enable the use of lower DRAM latencies more frequently.
Optimizing data placement to reduce overall DRAM access

latency: We characterize the latency variation in di�erent
DIMMs due to process variation. Placing data based on this
information and the latency criticality of data maximizes the
bene�ts of lowering DRAM latency, by placing the data that
is most sensitive to latency in the fastest DRAM chips (and,
thus, providing lookups to the data with the fastest access
latency).

Error correction mechanisms to further reduce DRAM latency.
Error correction mechanisms allow us to lower DRAM latency
even further, by correcting bit errors that occur when a small
number of the DRAM operations end before the minimum
charge is stored in the DRAM cell. Such mechanisms can rely
on error correction to compensate for the reduced reliability
of read and write operations at even lower latencies, leading
to a further reduction in DRAM latency without errors. Fu-
ture research that uses error correction to enable even lower
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latency DRAM is therefore promising as it opens a new set
of trade-o�s. Note that our recent work, DIVA-DRAM [89],
explores this direction and �nds very promising bene�ts.

Inspired by our characterization and proposed techniques,
several recent works [30, 34, 51, 71, 89, 127] have explored
many of these new research opportunities, by (1) analyzing
di�erent sources of latency and performance variation within
DRAM chips, and (2) exploiting these sources of latency and
performance variation to reduce access latency and/or energy
consumption.

10. Conclusion
This paper summarizes our HPCA 2015 work on Adaptive-

Latency DRAM (AL-DRAM), a simple and e�ective mecha-
nism for dynamically tailoring the DRAM timing parameters
for the current operating condition without introducing any
errors. AL-DRAM takes advantage of the large latency mar-
gin available in the DRAM timing parameters for common-
case operation, by dynamically the operating temperature
of each DRAM module and employing timing constraints
optimized for a particular module at the current tempera-
ture. AL-DRAM provides an average 14% improvement in
overall system performance across a wide variety of memory-
intensive applications run on a real multi-core system. We
conclude that AL-DRAM is a simple and e�ective mechanism
to reduce DRAM latency. We hope that our experimental
exposure of the large margin present in the standard DRAM
timing constraints will inspire other approaches to optimize
DRAM chips, latencies, and parameters at low cost.
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This article summarizes key results of our work on experi-
mental characterization and analysis of latency variation and
latency-reliability trade-o�s in modern DRAM chips, which was
published in SIGMETRICS 2016 [24], and examines the work’s
signi�cance and future potential. Our work is motivated to
reduce the long DRAM latency, which is a critical performance
bottleneck in current systems. DRAM access latency is de�ned
by three fundamental operations that take place within the
DRAM cell array: (i) activation of a memory row, which opens
the row to perform accesses; (ii) precharge, which prepares the
cell array for the next memory access; and (iii) restoration of
the row, which restores the values of cells in the row that were
destroyed due to activation. There is signi�cant latency vari-
ation for each of these operations across the cells of a single
DRAM chip due to irregularity in the manufacturing process.
As a result, some cells are inherently faster to access, while
others are inherently slower. Unfortunately, existing systems do
not exploit this variation.

The goal of this work is to (i) experimentally characterize and
understand the latency variation across cells within a DRAM
chip for these three fundamental DRAM operations, and (ii) de-
velop new mechanisms that exploit our understanding of the
latency variation to reliably improve performance. To this end,
we comprehensively characterize 240 DRAM chips from three
major vendors, and make six major new observations about
latency variation within DRAM. Notably, we �nd that (i) there
is large latency variation across the cells for each of the three
operations; (ii) variation characteristics exhibit signi�cant spa-
tial locality: slower cells are clustered in certain regions of a
DRAM chip; and (iii) the three fundamental operations exhibit
di�erent reliability characteristics when the latency of each
operation is reduced.

Based on our observations, we propose Flexible-LatencY
DRAM (FLY-DRAM), a mechanism that exploits latency va-
riation across DRAM cells within a DRAM chip to improve
system performance. The key idea of FLY-DRAM is to exploit
the spatial locality of slower cells within DRAM, and access the
faster DRAM regions with reduced latencies for the fundamen-
tal operations. Our evaluations show that FLY-DRAM improves
the performance of a wide range of applications by 13.3%, 17.6%,

and 19.5%, on average, for each of the three di�erent vendors’
real DRAM chips, in a simulated 8-core system.

We have open sourced the data from our research online. We
hope the characterization and analysis we provide opens up
new research directions for both researchers and practitioners
in computer architecture and systems.

1. Introduction

Over the past few decades, the long latency of memory

has been a critical bottleneck in system performance. Increa-

sing core counts, the emergence of more data-intensive and

latency-critical applications, and increasingly limited band-

width in the memory system are together leading to higher

memory latency. Thus, low-latency memory operation is

now even more important to improving overall system per-

formance [30, 55, 93, 101, 102, 105, 143].

The latency of a memory request is predominantly de�ned

by the timings of three fundamental operations: (1) activation,

which “opens” a row of DRAM cells to access stored data,

(2) precharge, which “closes” an activated row, and (3) resto-
ration, which restores the charge level of each DRAM cell

in a row to prevent data loss.
1

The latencies of these three

DRAM operations, as de�ned by vendor speci�cations, have

not improved signi�cantly in the past 18 years, as depicted

in Figure 1. This is especially true when we compare latency

improvements to the capacity (128×) and bandwidth impro-

vements (20×) [23] commodity DRAM chips experienced in

the past 18 years. In fact, the activation and precharge laten-

cies increased from 2013 to 2015, when DDR DRAM transitio-

ned from the third generation (12.5ns for DDR3-1600J [51]) to

the fourth generation (14.06ns for DDR4-2133P [53]). As the

latencies speci�ed by vendors have not reduced over time,

the memory latency remains as a critical system performance

bottleneck in many modern applications, such as big data

workloads [28] and Google’s warehouse-scale workloads [55].

1
We refer the reader to our prior works [22, 24, 25, 26, 43, 44, 61, 64, 65,

66, 67, 68, 76, 77, 79, 81, 82, 86, 87, 110, 127, 128] for a detailed background on

DRAM.
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Figure 1: DRAM latency trends over time [50,51,53,97]. Adap-
ted from [24].

2. Motivation
In this work, we observe that the three fundamental DRAM

operations can actually complete with a much lower latency

for many DRAM cells than the vendor speci�cation, because

there is inherent latency variation present across the DRAM
cells within a DRAM chip. This is a result of manufacturing

process variation, which causes the sizes and strengths of cells

to be di�erent, thus making some cells faster and other cells

slower to be accessed reliably [85]. The speed gap between

the fastest and slowest DRAM cells is getting worse [20, 107],

as the technology node continues to scale down to sub-20nm

feature sizes. Unfortunately, instead of optimizing the latency

speci�cations for the common case, DRAM vendors use a sin-

gle set of standard access latencies, called timing parameters,

which provide reliable operation guarantees for the worst case
(i.e., the slowest cells), to maximize manufacturing yield.

We experimentally demonstrate that signi�cant latency

variation is present across DRAM cells in 240 DDR3 DRAM

chips from three major vendors, and that a large fraction of

cells can be read reliably even if the activation/restoration/-

precharge latencies are reduced signi�cantly. By repeatedly

testing these DRAM chips, we observe that access latency

variation exhibits spatial locality within DRAM — slower cells

cluster in certain regions of a DRAM chip. In Section 4, we

propose a new mechanism, called FLY-DRAM, which exploits

the lower latencies of DRAM regions with faster cells by in-

troducing heterogeneous timing parameters into the memory

controller. By analyzing and exploiting the latency variation

that exists in DRAM cells, we can greatly reduce the DRAM

access latency.

We discuss our major experimental observations in

Section 3. For a detailed discussion on all of our observations,

we refer the reader to our SIGMETRICS 2016 paper [24].

3. Latency Variation Analysis
To capture the e�ect of latency variation in modern DDR3

DRAM chips, we tune the timing parameters that control the

amount of time taken for each of the fundamental DRAM

operations. We developed an FPGA-based DRAM testing

platform [43] that allows us to precisely control the timing

parameter values and the tested DRAM location (i.e., banks,

rows, and columns). A photo of the platform is shown in

Figure 2. Using this platform, we characterize latency va-

riation on a total of 30 DDR3 DRAM modules (or DIMMs),

comprising 240 DRAM chips from three major vendors. Each

chip has a 1Gb density. Thus, each of our DIMMs has a 1GB

capacity. Table 1 lists the relevant information about the

tested DRAM modules. Unless otherwise speci�ed, we test

modules at an ambient temperature of 20±1℃. For results

using higher temperatures, we refer the reader to Section 4.5

of our SIGMETRICS 2016 paper [24].

Figure 2: FPGA-based DRAM testing infrastructure. Repro-
duced from [24].

Vendor

Total Number Timing (ns) Assembly

of Chips (tRCD/tRP/tRAS) Year

A (8 DIMMs) 64 13.125/13.125/35-36 2012-13

B (9 DIMMs) 72 13.75/13.75/35 2011-12

C (13 DIMMs) 104 13.75/13.75/34-36 2011-12

Table 1: Main properties of the tested DIMMs. Reproduced
from [24].

In this section, we present a short summary of our key

results on varying the activation, precharge, and restoration

latencies, which are controlled by the tRCD, tRP, and tRAS

timing parameters, respectively. For more details on the ex-

perimental results and observations, see Sections 4–6 of our

SIGMETRICS 2016 paper [24].

3.1. Behavior of Timing Errors
We analyze the variation in the latencies of activation,

precharge, and restoration by operating DRAM at multiple

reduced latencies for each of these operations. Faster cells do

not get a�ected by the reduced timings, and can be accessed

reliably without any errors; however, slower cells cannot be

read reliably with reduced latencies for the three operations,

leading to bit �ips. In this work, we de�ne a timing error as a

bit �ip in a cell that occurs due to a reduced-latency access,

and characterize timing errors incurred by the three DRAM

operations.

Our experiments yield several new observations on the

behavior of timing errors. When we reduce the three laten-

cies, we observe that each latency exhibits a di�erent level

of impact on the inherently-slower cells. Lowering the acti-

vation latency (tRCD) a�ects only the cells (data) read in the
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�rst accessed cache line, but not the subsequently read cache

lines from the same row. This is mainly due to two reasons.

First, a read command accesses only its corresponding sense

ampli�ers, without accessing the other columns. Hence, a

read’s e�ect is isolated to its target cache line. Second, by the

time a subsequent read is issued to the same activated row,

a su�cient amount of time has already passed for the row

bu�er to fully sense and latch in the row data. In contrast,

lowering the restoration (tRAS) or precharge (tRP) latencies

a�ects all cells in the activated row (see Section 5 of our

SIGMETRICS 2016 paper [24] for a detailed explanation). Lo-

wering these latencies a�ects the entire row because these

commands operate at the row level, and they directly a�ect

the restoration and sensing of all cells in the row.

We also �nd that the number of timing errors introduced is

very sensitive to reducing the activation or precharge latency,

but not that sensitive to reducing the restoration latency. We

conclude that di�erent levels of mitigation are required to

address the timing errors that result from lowering each of

the di�erent DRAM operation latencies, and that reducing

restoration latency to the lowest levels allowed by our infra-

structure does not introduce timing errors in our experiments

(see Section 6 in our SIGMETRICS 2016 paper [24]).

3.2. Timing Error Distribution
We brie�y present the distribution of activation and pre-

charge errors collected from all of the tests conducted on

every DIMM. Figure 3 shows the box plots of the bit error rate
(BER) observed on every DIMM as activation latency (tRCD)

varies. The BER is de�ned as the fraction of bits with errors

due to reducing tRCD in the total population of tested bits.

In other words, the BER represents the fraction of cells that

cannot operate reliably under the speci�ed shortened latency.

The box plot shows the maximum and minimum BER of all of

our tested DIMMs as whiskers, and the box shows the quarti-

les of the distribution. In addition, we show all observation

points for each speci�c tRCD/tRP value by overlaying them

on top of their corresponding box plot. Each point shows a

BER collected from one round of tests on one DIMM with

a speci�c data pattern and tRCD value. For box plots sho-

wing the BER distribution when the precharge latency (tRP)

is reduced, see Figure 12 in the original paper [24]. We make

two observations from the BER distributions when reducing

tRCD or tRP.

First, at tRCD or tRP values of 12.5ns and 10ns, we observe

no timing errors on any DIMM due to reduced activation or

precharge latency. This shows that the tRCD/tRP latencies

of the slowest cells in our tested DIMMs likely fall between

7.5 and 10ns, which are lower than the value provided in

the vendor speci�cations (13.125ns). DRAM vendors use the

extra latency as a guardband to provide additional protection

against process variation.

Second, there exists a large BER variation among DIMMs

at tRCD of 7.5ns, and the BER variation becomes smaller as
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Figure 3: Bit error rate of all DIMMs with reduced tRCD. Re-
produced from [24].

the tRCD or tRP value decreases. The number of fast cells that

can operate at tRCD=7.5ns or tRP=7.5ns varies signi�cantly

across di�erent DIMMs. These results demonstrate that there

exists signi�cant latency variation among and within DIMMs,

as not all of the cells exhibit timing errors at 7.5ns.

3.3. Spatial Locality of Timing Errors

In this section, we investigate the location and distribution

of timing errors within a DIMM when the activation or pre-

charge latencies are reduced. Figure 4 shows the probability

of every cache line (64B) in one bank of a speci�c DIMM ob-

serving at least 1 bit of error with reduced activation latency

(Figure 4a) or precharge latency (Figure 4b). See [24] for ad-

ditional results. The x-axis and y-axis indicate the cache line

number and row number (in thousands), respectively. In our

tested DIMMs, a row size is 8KB, comprising 128 cache lines.
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(a) Activation latency (tRCD)

at 7.5ns (43% reduction).

0 20 40 60 80 100 120

Cache LLne

0

2

4

6

8

10

12

14

16

5
R
w

 (
0

0
0

s)

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

P
r(

ca
ch

e
 lL

n
e
 w

Lt
h
 ≥

 1
-b

Lt
 e

rr
R
r)

(b) Precharge latency (tRP)

at 7.5ns (43% reduction).

Figure 4: Probability of observing timing errors in oneDIMM.
Adapted from [24].

The main observation is that timing errors due to reducing

activation or precharge latency are not distributed uniformly

across locations within this DIMM. Timing errors tend to

cluster at certain regions of cache lines. For the remaining

cache lines, we observe that they do not exhibit timing errors

due to reduced latency throughout the experiments. We ob-

serve similar characteristics in other DIMMs — timing errors

concentrate within certain spatial regions of memory.

We hypothesize that the cause of the spatial locality of ti-

ming errors is due to the locality of variation in the fabrication

process during manufacturing. Certain cache line locations

can end up with less robust components, such as weaker

sense ampli�ers, weaker cells, or higher resistance bitlines.
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3.4. Other Characterization Results
We brie�y summarize our other observations on the e�ects

of reducing timing parameters. First, we analyze the number

of timing errors that occur when DRAM access latencies are

reduced, and experimentally demonstrate that most of the

erroneous cache lines have a single-bit error, with only a

small fraction of cache lines experiencing more than one bit

�ip (see Section 4.7 of our SIGMETRICS 2016 paper [24]). We

conclude, therefore, that using simple error-correcting codes

(ECC) can correctmost of these errors, thereby enabling lower

latency for many inherently slower cells (see Section 4.8 of

our SIGMETRICS 2016 paper [24] for a detailed analysis of

ECC).

Second, we �nd that the stored data pattern in cells a�ects

access latency variation. Certain patterns lead to more timing

errors than others. For example, the bit value 1 can be read

signi�cantly more reliably at a reduced access latency than

the bit value 0 (see Section 4.4 of our SIGMETRICS 2016

paper [24]). This observation is similar to the data pattern

dependence observation made for retention times of DRAM

cells [57, 58, 59, 60, 86, 110].

Third, we �nd no clear correlation between temperature

and variation in cell access latency. We believe that it is not

essential for latency reduction techniques that exploit such va-

riation to be aware of the operating temperature (Section 4.5

in [24]).

4. Exploiting Latency Variation
Based on our extensive experimental characterization and

new observations on latency-reliability trade-o�s in modern

DRAM chips, we propose a new hardware mechanism, cal-

led Flexible-LatencY DRAM (FLY-DRAM), to reduce DRAM

latency for better system performance. FLY-DRAM exploits

the key observation that (i) di�erent cells can operate reliably

at di�erent DRAM latencies, and (ii) there is a strong correla-

tion between the location of a cell and the lowest latency that

the cell can operate reliably at. The key idea of FLY-DRAM

is to (i) categorize the DRAM cells into fast and slow regi-

ons, (ii) expose this categorization to the memory controller,

and (iii) reduce overall DRAM latency by accessing the fast

regions with a lower latency.

The FLY-DRAM memory controller (i) loads the latency

pro�ling results [24] into on-chip SRAM at system boot time,

(ii) looks up the pro�led latency for each memory request ba-

sed on its memory address, and (iii) applies the corresponding

latency to the request. By reducing the values of tRCD, tRAS,

and tRP for some memory requests, FLY-DRAM improves

overall system performance. In addition, we also propose an

OS page allocator design that exploits the latency variation

in DRAM to improve system performance (see Section 7.2 of

our paper [24]).

There are two key design challenges of FLY-DRAM. The

�rst challenge is determining the fraction of fast cells within

a DRAM chip and the innate access latency of the fast cells.

Since DRAM vendors have detailed information on their

DRAM chips from the DRAM post-production tests, DRAM

vendors can embed the latency pro�ling results in the Se-

rial Presence Detect (SPD) circuitry (a ROM present in each

DIMM) [52]. The memory controller can read the pro�ling

results from the SPD circuitry during DRAM initialization,

and apply the correct latency for each DRAM region.

The second design challenge is limiting the storage over-

head of the latency pro�ling results. Recording the shortest

latency for each cache line can incur a large storage over-

head. Fortunately, the storage overhead can be reduced based

on a new observation of ours. As discussed in Section 3.3,

timing errors typically concentrate at certain DRAM regi-

ons. Therefore, FLY-DRAM records the shortest latency at

the granularity of DRAM regions (i.e., a group of adjacent

cache lines, rows, or banks). One can imagine using more

sophisticated structures, such as Bloom Filters [6], to provide

�ner-grained latency information within a reasonable storage

overhead, as shown in prior work on variable DRAM refresh

intervals [87, 115].

4.1. Summary of Results

We evaluate FLY-DRAM on on an 8-core system with a

wide variety of workloads by using Ramulator [64, 120], a

cycle-level open-source DRAM simulator developed by our

research group. Table 2 summarizes the con�guration of our

evaluated system. We use the standard DDR3-1333H timing

parameters [51] as our baseline.

Processor 8 cores, 3.3 GHz, OoO 128-entry window

LLC 8 MB shared, 8-way set associative

DRAM
DDR3-1333H [51], open-row policy [66, 67, 118],

2 channels, 1 rank per channel, 8 banks per rank,

Baseline: tRCD/tCL/tRP = 13.125ns, tRAS = 36ns

Table 2: Evaluated system con�guration. Adapted from [24].

Figure 5 illustrates the system performance improvement

of FLY-DRAM over the baseline (DDR3-1333) for 40 worklo-

ads. The x-axis indicates each of the evaluated DRAM con-

�gurations. D2

A, D7

B, and D2

C correspond to latency pro�les

collected from three real DIMMs. Our SIGMETRICS 2016

paper [24] describes these real-DRAM pro�les in more detail.

For these three DIMMs, FLY-DRAM improves system per-

formance signi�cantly, by 17.6%, 13.3%, and 19.5% on average

across all 40 workloads. This is because FLY-DRAM reduces

the latency of tRCD, tRP, and tRAS by 42.8%, 42.8%, and 25%,

respectively, for a large fraction of cache lines. In particular,

DIMM D2

C , which has a 99% of cells that operate reliably at

low tRCD and tRP, performs within 1% of the upper-bound

performance (19.7% on average), which is obtained by ope-

rating all DRAM cells at low tRCD and tRP. We conclude

that FLY-DRAM is an e�ective mechanism to improve system

performance by exploiting the widespread latency variation

present across DRAM cells.
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Figure 5: System performance improvement of FLY-DRAM
for various DIMMs. Reproduced from [24].

As we show in our SIGMETRICS 2016 paper [24],

FLY-DRAM can take advantage of an intelligent

DRAM-aware page allocator that allocates frequently

used and latency-critical pages in fast DRAM regions. We

leave the detailed design and evaluation of such an allocator

to future work.

5. Related Work
To our knowledge, this is the �rst work to (i) provide a

detailed experimental characterization and analysis of latency

variation for three major DRAM operations (tRCD, tRP, and

tRAS) across di�erent cells within a DRAM chip, (ii) demon-

strate that a reduction in latency for each of these funda-

mental operations has a di�erent impact on di�erent cells,

(iii) show that access latency variation exhibits spatial lo-

cality, (iv) demonstrate that the error rate due to reduced

latencies is correlated with the stored data pattern but not
conclusively correlated with temperature, and (v) propose

mechanisms that take advantage of variation within a DRAM
chip to improve system performance. We discuss the most

closely related works here.

5.1. DRAM Latency Variation
Adaptive-Latency DRAM (AL-DRAM) also characterizes

and exploits DRAM latency variation, but does so at a much

coarser granularity [79]. This work experimentally charac-

terizes latency variation across di�erent DRAM chips under

di�erent operating temperatures. AL-DRAM sets a uniform

operation latency for the entire DIMM. In contrast, our work

characterizes latency variation within each chip, at the granu-

larity of individual DRAM cells. Our mechanism, FLY-DRAM,

can be combined with AL-DRAM to further improve perfor-

mance.
2

A recent work by Lee et al. [76] also observes latency vari-

ation within DRAM chips. The work analyzes the variation

that is due to the circuit design of DRAM components, which

it calls design-induced variation. Furthermore, it proposes a

new pro�ling technique to identify the lowest DRAM latency

without introducing errors. In this work, we provide the �rst
detailed experimental characterization and analysis of the ge-

neral latency variation phenomenon within real DRAM chips.

Our analysis is broad and is not limited to design-induced

2
A description of the AL-DRAM work and its impact is provided in a

companion article in the very same issue of this journal [80].

variation. Our proposal of exploiting latency variation, FLY-

DRAM can employ Lee et al.’s new pro�ling mechanism [76]

to identify additional latency variation regions for reducing

access latency.

Chandrasekar et al. study the potential of reducing some

DRAM timing parameters [21]. Similar to AL-DRAM, this

work observes and characterizes latency variation across
DIMMs, whereas our work studies variation across cells

within a DRAM chip.

5.2. DRAM Error Studies
There are several studies that characterize various er-

rors in DRAM. Many of these works observe how speci�c

factors a�ect DRAM errors, analyzing the impact of tem-

perature [32, 79] and hard errors [48]. Other works have

conducted studies of DRAM error rates in the �eld, stu-

dying failures across a large sample size [84, 95, 123, 132, 133].

There are also works that have studied errors through con-

trolled experiments, investigating errors due to retention

time [43, 57, 58, 59, 60, 86, 110, 115], disturbance from neighbo-

ring DRAM cells [65, 101], latency variation across/within

DRAM chips [21, 76, 78, 79], and supply voltage [26]. None of

these works study errors due to latency variation across the

cells within a DRAM chip, which we extensively characterize

in our work.

5.3. DRAM Latency Reduction
Several types of commodity DRAM (Micron’s RL-

DRAM [98] and Fujitsu’s FCRAM [122]) provide low latency

at the cost of high area overhead [68, 81]. Many prior works

(e.g., [22, 25, 45, 68, 81, 88, 101, 102, 106, 125, 127, 128, 131, 150])

propose various architectural changes within DRAM chips to

reduce latency. In contrast, FLY-DRAM does not require any

changes to a DRAM chip. Other works [44, 75, 124, 129, 130]

reduce DRAM latency by changing the memory controller,

and FLY-DRAM is complementary to them.

5.4. ECC DRAM
Many memory systems incorporate ECC DIMMs, which

store information used to correct data during a read operation.

Prior work (e.g., [39, 54, 60, 63, 83, 140, 142, 145, 146]) proposes

more �exible or more powerful ECC schemes for DRAM.

While these ECC mechanisms are designed to protect against

faults using standard DRAM timings, we show that they also

have the potential to correct timing errors that occur due to

reduced DRAM latencies. A recent work by Lee et al. [76]

exploits this observation and uses ECC to correct errors that

occur due to reduced latency in DRAM.

5.5. Other Latency Reduction Mechanisms
Various prior works [1, 2, 3, 5, 7, 8, 25, 31, 33, 34, 35, 36, 38, 40,

42, 46, 47, 56, 62, 69, 92, 109, 111, 112, 114, 125, 126, 128, 129, 134,

139, 149] examine processing in memory to reduce DRAM la-

tency. Other prior works propose memory scheduling techni-

ques, [4,37,49,66,67,74,99,100,103,104,135,136,137,138,141],
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which generally reduce latency to access DRAM. Our ana-

lyses and techniques can be combined with these works to

enable further low-latency operation.

6. Signi�cance
Our SIGMETRICS 2016 paper [24] presents a new expe-

rimental characterization and analysis of latency variation

in modern DRAM chips. In this section, we describe the

potential impact that our study can have on the research

community and industry.

6.1. Potential Research Impact
Our paper develops a new way of using manufactured

DRAM chips: accessing di�erent regions of memory using

each region’s inherent latency instead of a homogeneous

�xed standard latency for all regions of memory. We show

that (i) there is signi�cant latency variation within a DRAM

chip, and (ii) it is possible to exploit the variation with sim-

ple mechanisms. We believe one key impact of our paper is

demonstrating the e�ectiveness of designing memory opti-

mizations based on real-world characterization. We expect

that this same principle can be used to craft new memory

architectures for both existing and future memory techno-

logies, such as SRAM, PCM [71, 72, 73, 116, 117, 147, 148],

STT-MRAM [27, 41, 70], or RRAM [144].

Our work exposes several opportunities for both operating

systems and hardware to further optimize for memory access

latency. We have open-sourced our raw characterization data,

to allow other researchers to further analyze and build o� of

our work [120]. Other researchers can �nd many other ways

to take advantage of the insights and the characterization data

we provide. Our FLY-DRAM implementation is also available

as part of the open-source release of Ramulator [64, 119].

ECC to Reduce Latency. In our paper, we analyze the

distribution of timing errors (due to reduced latency) at the

granularity of data beats, as conventional error-correcting co-

des (ECC) work at the same granularity. Our data shows that

many of the erroneous data beats experience only a single-bit

error, while the majority of the data beats contain no errors.

Therefore, this creates an opportunity for applying ECC to

correct timing errors. We also envision an opportunity for

applying ECC to only certain regions of DRAM, which takes

advantage of the spatial locality of timing errors exposed by

our work. Lee et al. [76] provide examples of the use of ECC

to reduce latency further, but they apply ECC globally to the

entire DRAM chip. We believe a signi�cant opportunity ex-

ists in customizing ECC to latency errors and di�erent DRAM

reliability issues.

Data Pattern Dependence. We �nd that timing errors

caused by reducing activation latency are dependent on the

stored data pattern. Reading bit 1 is signi�cantly more re-

liable than bit 0 at reduced activation latencies. This asym-

metric sensing strength can potentially be a good direction

for studying DRAM reliability. Currently, DRAM commonly

employs data bus inversion [53] as an encoding scheme to

reduce toggle rate on the data bus, thereby saving channel

power [113]. Similar encoding techniques can be developed

to reduce bit 0s and increase the overall number of 1s in data.

We believe that developing asymmetric data encodings or

ECC mechanisms that favor 1s over 0s is a promising rese-

arch direction to improve DRAM reliability.

DRAM-Aware Page Allocator. We developed a har-

dware mechanism (FLY-DRAM) that exploits latency va-

riation to improve system performance in a software-

transparent manner. Researchers can take better advantage

of the variation by exposing the di�erent latency regions

to the software stack. In our SIGMETRICS 2016 paper [24],

we discuss the potential of a DRAM-aware page allocator in

the OS (Section 7.2), which can improve FLY-DRAM perfor-

mance by intelligently mapping more frequently-accessed

application pages to faster DRAM regions. We believe that

the key idea of enabling the OS to allocate pages based on

the accessed memory region’s latency can be applied to other

types of memory characteristics (e.g., energy e�ciency or

voltage [26, 29]) without needing to modify the architecture.

Applicability to Other Memory Technologies. In this

work, we focus on characterizing only DRAM technology. A

class of emerging memory technology is non-volatile memory

(NVM), which has the capability of retaining data even when

the memory is not powered. Since the memory organization

of NVM mostly resembles that of DRAM [71, 96, 147], we

believe that our characterization and optimization can be

extended to di�erent types of NVMs, such as PCM [71, 72,

73, 116, 117, 147, 148], STT-MRAM [27, 41, 70], or NAND �ash

memory [9,10,11,12,13,14,15,16,17,18,19,89,90,91] to further

enhance their reliability or performance.

6.2. Long-Term Impact on Industry
High main memory latency remains a problem for many

modern applications, such as in-memory databases (e.g., Re-

dis [121], MemSQL [94], TimesTen [108]), Spark, Google’s

datacenter workloads [28, 55], and many mobile and inte-

ractive workloads. We propose two simple ideas that exploit

latency variation in existing DRAM chips. Both can be adop-

ted relatively easily in the processor architecture (i.e., the

memory controller) or in the OS.

In addition to improving memory access latency, redu-

cing the latency of the three fundamental DRAM operati-

ons also increases the e�ective memory bandwidth. To fully

utilize the available memory bandwidth, memory control-

lers would have to maximize the number of read or write

commands. However, due to interference between access

streams within and across applications, memory controllers

need to constantly open and close rows by issuing activate

and precharge commands due to an increasing number of

bank con�icts [44,68]. These commands increase the queuing

latency of accesses (read and write), thus decreasing the

e�ective memory bandwidth utilization.
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As pin count is limited and increasing bus frequency is

becoming more di�cult (due to signal integrity issues [29]),

our work o�ers a new alternative to help improve bandwidth

utilization. By reducing the latency of DRAM operations,

which fall on the critical path of DRAM access time, more

accesses per second are allowed, thereby improving the over-

all e�ective bandwidth. Furthermore, improving latency and

e�ective bandwidth also leads to lower memory energy con-

sumption due to reduced execution time and fewer active

cycles.

All these bene�ts (e.g., reduced latency, increased band-

width, and reduced energy) will become much more impor-

tant as applications become more data-intensive and sys-

tems become more energy-constrained in the foreseeable

future [102, 105].

In conclusion, we believe that in the longer term, the idea of

leveraging variation in di�erent characteristics (e.g., latency,

reliability) inside memory chips will become more bene�cial

for both the software and hardware industry. For example, by

making CPU aware of variation behavior in memory devices,

memory vendors have an incentive to sell memory with larger

variation at a lower price, allowing system designers to lower

costs with a small amount of additional logic in hardware.

Many other opportunities to improve system performance,

energy, and cost abound, which we hope the future works

can build upon and exploit.

7. Conclusion
This paper provides the �rst experimental study that com-

prehensively characterizes and analyzes the latency variation

within modern DRAM chips for three fundamental DRAM

operations (activation, precharge, and restoration). We �nd

that signi�cant latency variation is present across DRAM

cells in all 240 of our tested DRAM chips, and that a large

fraction of cache lines can be read reliably even if the activa-

tion/restoration/precharge latencies are reduced signi�cantly.

Consequently, exploiting the latency variation in DRAM cells

can greatly reduce the DRAM access latency. Based on the

�ndings from our experimental characterization, we propose

and evaluate a new mechanism, FLY-DRAM (Flexible-LatencY

DRAM), which reduces DRAM latency by exploiting the in-

herent latency variation in DRAM cells. FLY-DRAM reduces

DRAM latency by categorizing the DRAM cells into fast and

slow regions, and accessing the fast regions with a reduced

latency. We demonstrate that FLY-DRAM can greatly reduce

DRAM latency, leading to signi�cant system performance

improvements on a variety of workloads.

We conclude that it is promising to understand and exploit

the inherent latency variation within modern DRAM chips.

We hope that the experimental characterization, analysis, and

optimization techniques presented in this paper will enable

the development of other new mechanisms that exploit the

latency variation within DRAM to improve system perfor-

mance and perhaps reliability.
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This paper summarizes our work on experimental characte-
rization and analysis of reduced-voltage operation in modern
DRAM chips, which was published in SIGMETRICS 2017 [29],
and examines the work’s signi�cance and future potential. This
work is motivated to reduce the energy consumption of DRAM,
which is a critical concern in modern computing systems. Im-
provements in manufacturing process technology have allowed
DRAM vendors to lower the DRAM supply voltage conserva-
tively, which reduces some of the DRAM energy consumption.
We would like to reduce the DRAM supply voltage more aggres-
sively, to further reduce energy. Aggressive supply voltage re-
duction requires a thorough understanding of the e�ect voltage
scaling has on DRAM access latency and DRAM reliability.

We take a comprehensive approach to understanding and
exploiting the latency and reliability characteristics of mo-
dern DRAM when the supply voltage is lowered below the no-
minal voltage level speci�ed by DRAM standards. Using an
open-source FPGA-based testing platform based on SoftMC [54],
we perform an experimental study of 124 real DDR3L (low-
voltage) DRAM chips manufactured recently by three major
DRAM vendors. We �nd that reducing the supply voltage be-
low a certain point introduces bit errors in the data, and we
comprehensively characterize the behavior of these errors. We
discover that these errors can be avoided by increasing the la-
tency of three major DRAM operations (activation, restoration,
and precharge). We perform detailed DRAM circuit simula-
tions to validate and explain our experimental �ndings. We
also characterize the various relationships between reduced sup-
ply voltage and error locations, stored data patterns, DRAM
temperature, and data retention.

Based on our observations, we propose a new DRAM energy
reduction mechanism, called Voltron. The key idea of Voltron is
to use a performance model to determine by how much we can
reduce the supply voltage without introducing errors and wit-
hout exceeding a user-speci�ed threshold for performance loss.
Our evaluations show that Voltron reduces the average DRAM
and system energy consumption by 10.5% and 7.3%, respectively,
while limiting the average system performance loss to only 1.8%,
for a variety of memory-intensive quad-core workloads. We
also show that Voltron signi�cantly outperforms prior dynamic

voltage and frequency scaling mechanisms for DRAM. We be-
lieve our experimental characterization and �ndings can pave
the way for new mechanisms that exploit DRAM voltage to
improve power, performance, energy, and reliability.

1. Motivation
In a wide range of modern computing systems, span-

ning from warehouse-scale data centers to mobile platforms,
energy consumption is a �rst-order concern [39, 56, 65, 105,
107]. In these systems, the energy consumed by the DRAM-
based main memory system constitutes a signi�cant fraction
of the total energy. For example, experimental studies of
production systems have shown that DRAM consumes 40%
of the total energy in servers [56, 140] and 40% of the total
power in graphics cards [115].

Improvements in manufacturing process technology have
allowed DRAM vendors to lower the DRAM supply voltage
conservatively, which reduces some of the DRAM energy con-
sumption [59, 60, 61]. In this work, we would like to reduce
DRAM energy by further reducing DRAM supply voltage. Ven-
dors choose a conservatively high supply voltage, to provide
a guardband that allows DRAM chips with worst-case process
variation to operate without errors under the worst-case ope-
rating conditions [36]. The exact amount of supply voltage
guardband varies across chips, and lowering the voltage be-
low the guardband can result in erroneous or even unde�ned
behavior [29]. Therefore, we need to understand how DRAM
chips behave during reduced-voltage operation. To our kno-
wledge, no previously published work examines the e�ect
of using a wide range of di�erent supply voltage values on
the reliability, latency, and retention characteristics of DRAM
chips.
Our goal in our SIGMETRICS 2017 paper [29] is to (i) cha-

racterize and understand the relationship between supply
voltage reduction and various characteristics of DRAM, inclu-
ding DRAM reliability, latency, and data retention; and (ii) use
the insights derived from this characterization and understan-
ding to design a new mechanism that can aggressively lower
the supply voltage to reduce DRAM energy consumption
while keeping performance loss under a bound.
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To this end, we build an FPGA-based testing platform ba-
sed on SoftMC [54] that allows us to tune the DRAM sup-
ply voltage and change DRAM timing parameters (i.e., the
amount of time the memory controller waits for a DRAM
operation to complete). We perform an experimental study
on 124 real 4Gb DDR3L (low-voltage) DRAM chips manufac-
tured recently (between 2014 and 2016) by three major DRAM
vendors. Our extensive experimental characterization yields
four major observations on how DRAM latency, reliability,
and data retention are a�ected by reduced voltage.

Based on our experimental observations, we propose a new
low-cost DRAM energy reduction mechanism called Voltron.
The key idea of Voltron is to use a performance model to de-
termine by how much we can reduce the DRAM array voltage
at runtime without introducing errors and without exceeding
a user-speci�ed threshold for acceptable performance loss.

2. Characterization of DRAM Under
Reduced Supply Voltage

In this section, we brie�y summarize our four major ob-
servations from our detailed experimental characterization
of 31 commodity DRAM modules, also called DIMMs, from
three vendors, when the DIMMs operate under reduced sup-
ply voltage (i.e., below the nominal voltage level of 1.35V).
Each DIMM comprises 4 DDR3L DRAM chips, totaling to
124 chips for 31 DIMMs. Each chip has a 4Gb density. Thus,
each of our DIMMs has a 2GB capacity. Table 1 describes
the relevant information about the tested DIMMs. For a com-
plete discussion on all of our observations and experimental
methodology, we refer the reader to our SIGMETRICS 2017
paper [29].

Vendor Total Number Timing (ns) Assembly
of Chips (tRCD/tRP/tRAS) Year

A (10 DIMMs) 40 13.75/13.75/35 2015-16
B (12 DIMMs) 48 13.75/13.75/35 2014-15
C (9 DIMMs) 36 13.75/13.75/35 2015

Table 1: Main properties of the tested DIMMs. Reproduced
from [29].

2.1. DRAM Reliability as Voltage Decreases
We �rst study the reliability of DRAM chips under low

voltage, which was not studied by prior works on DRAM
voltage scaling (e.g., [36]; see Section 4 for a detailed discus-
sion of these works). Figure 1 shows the fraction of cache
lines that experience at least 1 bit of error (i.e., 1 bit �ip) in
each DIMM (represented by each curve), categorized based
on vendor.

We observe that we can reliably access data when DRAM
supply voltage is lowered below the nominal voltage level,
until a certain voltage value, Vmin, which is the minimum
voltage level at which no bit errors occur. Furthermore, we
�nd that we can reduce the voltage below Vmin to attain furt-
her energy savings, but that errors start occurring in some
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Figure 1: The fraction of erroneous cache lines in eachDIMM
as we reduce the supply voltage, with a �xed latency. Repro-
duced from [29].

of the data read from memory. However, not all cache li-
nes exhibit errors for all supply voltage values below Vmin.
Instead, the number of erroneous cache lines for each DIMM
increases as we reduce the voltage further below Vmin. Spe-
ci�cally, Vendor A’s DIMMs experience a near-exponential
increase in errors as the supply voltage reduces below Vmin.
This is mainly due to the manufacturing process [90] and ar-
chitectural variation [87], which introduces strength and size
variation across the di�erent DRAM cells within a chip.

We make two major conclusions: (i) the variation of errors
due to reduced-voltage operation across vendors is very sig-
ni�cant; and (ii) in most cases, there is a signi�cant margin
in the voltage speci�cation, i.e., Vmin for each chip is signi�-
cantly lower than the manufacturer-speci�ed supply voltage
value.

2.2. Longer Access Latency Mitigates
Voltage-Induced Errors

We observe that while reducing the voltage below Vmin
introduces bit errors in the data, we can prevent these
errors if we increase the timing parameters of three ma-
jor DRAM operations, i.e., activation, restoration, and pre-
charge [27,29,55,87,90].1 When the supply voltage is reduced,
the DRAM cell capacitor charge takes a longer time to change,
thereby causing these DRAM operations to become slower
to complete. Errors are introduced into the data when the
memory controller does not account for this slowdown in
the DRAM operations. We �nd that if the memory controller
allocates extra time for these operations to �nish when the
supply voltage is below Vmin, errors no longer occur. We
validate, analyze, and explain this behavior using SPICE si-
mulation of a detailed circuit-level model, which we have
openly released online [124]. Sections 4.1 and 4.2 of our SIG-
METRICS 2017 paper [29] provide our extensive circuit-level
analyses, validated using data from real DRAM chips.

1We refer the reader to our prior works [26, 27, 28, 29, 54, 55, 72, 75, 77,
78, 79, 80, 87, 88, 90, 91, 92, 96, 97, 112, 128, 129] for a detailed background on
DRAM.
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2.3. Spatial Locality of Errors
While reducing the supply voltage induces errors when

the DRAM latency is not long enough, we also show that not
all DRAM locations experience errors at all supply voltage
levels. To understand the locality of the errors induced by a
low supply voltage, we show the probability of each DRAM
row in a DIMM experiencing at least one bit of error across
all experiments.

Figure 2 shows the probability of each row experiencing
at least a one-bit error due to reduced voltage in the two
representative DIMMs. For each DIMM, we choose the supply
voltage at which errors start appearing (i.e., the voltage level
one step below Vmin), and we do not increase the DRAM
access latency (i.e., keep it at 10ns for both tRCD and tRP,
which are the activation and precharge timing parameters,
respectively). The x-axis and y-axis indicate the bank number
and row number (in thousands), respectively. Our tested
DIMMs are divided into eight banks, and each bank consists
of 32K rows of cells. Additional results showing the error
locations at di�erent voltage levels are in our SIGMETRICS
2017 paper [29].

(a) DIMM B6 of vendor B at 1.05V.

(b) DIMM C2 of vendor C at 1.20V.
Figure 2: The probability of error occurrence for two repre-
sentative DIMMs, categorized into di�erent rows and banks,
due to reduced voltage. Reproduced from [29].

The major observation is that when only a small number
of errors occur due to reduced supply voltage, these errors
tend to cluster physically in certain regions of a DRAM chip,
as opposed to being randomly distributed throughout the
chip.2 This observation implies that when we reduce the

2We believe this observation is due to both process and architectural
variation across di�erent regions in the DRAM chip.

supply voltage to the DRAM array, we need to increase the
fundamental operation latencies for only the regions where
errors can occur.

2.4. Impact on Refresh Rate
Commodity DRAM chips guarantee that all cells can safely

retain data for 64ms, after which the cells are refreshed to
replenish charge that leaks out of the capacitors [26, 96, 97].
We observe that the e�ect of the supply voltage on retention
times is not statistically signi�cant. Even when we reduce the
supply voltage from 1.35V to 1.15V (i.e., a 15% reduction), the
rate at which charge leaks from the capacitors is so slow that
no data is lost during the 64ms refresh interval at both 20℃
and 70℃. Therefore, we conclude that using a reduced supply
voltage does not require any changes to the standard refresh
interval at 20℃ and 70℃. Detailed results are in Section 4.6
of our SIGMETRICS 2017 paper [29].

2.5. Other Experimental Observations
We refer the reader to our SIGMETRICS 2017 paper [29]

for more details on the other two key observations. First,
we �nd that the most commonly-used ECC scheme, SE-
CDED [66, 99, 132], is unlikely to alleviate errors induced
by a low supply voltage. This is because lowering voltage
increases the fraction of data that contains more than two bits
of errors, exceeding the one-bit correction capability of SE-
CDED (see Section 4.4 of our SIGMETRICS 2017 paper [29]).
Second, temperature a�ects the reliable access latency at low
supply voltage levels and the e�ect is very vendor-dependent
(see Section 4.5 of our SIGMETRICS 2017 paper [29]). Out of
the three major vendors whose DIMMs we evaluate, DIMMs
from two vendors require longer activation and precharge
latencies to operate reliably at high temperature under low
supply voltage. The main reason is that DRAM chips become
slower at higher temperature [24, 87, 90].

3. Exploiting Reduced-Voltage Behavior
Based on the extensive understanding we have developed

on reduced-voltage operation of real DRAM chips, we pro-
pose a new mechanism called Voltron, which reduces DRAM
energy without sacri�cing memory throughput. Voltron ex-
ploits the fundamental observation that reducing the supply
voltage to DRAM requires increasing the latency of the three
DRAM operations in order to prevent errors. Using this ob-
servation, the key idea of Voltron is to use a performance
model to determine by how much to reduce the DRAM supply
voltage, without introducing errors and without exceeding a
user-speci�ed threshold for performance loss. Voltron con-
sists of two main components: (i) array voltage scaling and
(ii) performance-aware voltage control.

3.1. Components of Voltron
Array Voltage Scaling. Unlike prior works, Voltron does
not reduce the voltage of the peripheral circuitry, which is
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responsible for transferring commands and data between the
memory controller and the DRAM chip. If Voltron were to
reduce the voltage of the peripheral circuitry, we would have
to also reduce the operating frequency of DRAM. A reduction
in the operating frequency reduces the memory data throug-
hput, which can signi�cantly degrade the performance of
applications that require high memory bandwidth. Instead,
Voltron reduces the voltage supplied to only the DRAM ar-
ray without changing the voltage supplied to the peripheral
circuitry, thereby allowing the DRAM channel to maintain
a high frequency while reducing the power consumption
of the DRAM array. To prevent errors from occurring du-
ring reduced-voltage operation, Voltron increases the latency
of the three DRAM operations (activation, restoration, and
precharge) based our observation in Section 2.2.
Performance-Aware Voltage Control. Array voltage sca-
ling provides system users with the ability to decrease DRAM
array voltage (Varray) to reduce DRAM power. Employing a
lower Varray provides greater power savings, but at the cost
of longer DRAM access latency, which leads to larger perfor-
mance degradation. This trade-o� varies widely across di�e-
rent applications, as each application has a di�erent tolerance
to the increased memory latency. This raises the question of
how to pick a “suitable” array voltage level for di�erent appli-
cations as a system user or designer. For our evaluations, we
say that an array voltage level is suitable if it does not degrade
system performance by more than a user-speci�ed threshold.
Our goal is to provide a simple technique that can automati-
cally select a suitable Varray value for di�erent applications.
To this end, we propose performance-aware voltage control, a
power–performance management policy that selects a mini-
mum Varray which satis�es a desired performance constraint.
The key observation is that an application’s performance loss
(due to increased memory latency) scales linearly with the ap-
plication’s memory demand (e.g., memory intensity). Based
on this empirical observation we make, we build a perfor-
mance loss predictor that leverages a linear model to predict
an application’s performance loss based on its characteristics
and the e�ect of di�erent voltage level choices at runtime.
Using the performance loss predictor, Voltron �nds a value
of Varray that can keep the predicted performance within
the user-speci�ed target at runtime. We refer the reader to
Section 5.2 of our SIGMETRICS 2017 paper [29] for more
detail and for an evaluation of the performance model alone.

3.2. Evaluation
We evaluate the system-level energy and performance im-

pact of Voltron using Ramulator [75, 124], integrated with
McPAT [93] and DRAMPower [25] for modeling the energy
consumption of both the processor and DRAM. Our wor-
kloads consist of 27 benchmarks from SPEC CPU2006 [134]
and YCSB [34]. We evaluate Voltron with a target perfor-
mance loss of 5%. Voltron executes the performance-aware
voltage control mechanism once every four million cycles.

We refer the reader to Section 6.1 of our SIGMETRICS 2017
paper [29] for more detail on the system con�guration and
workloads. We qualitatively and quantitatively compare Vol-
tron to MemDVFS, a dynamic DRAM frequency and voltage
scaling mechanism proposed by prior work [36].

Figure 3 shows the system energy savings and the system
performance (i.e., weighted speedup [43, 131]) loss due to
MemDVFS and Voltron, compared to a baseline DRAM with
a supply voltage of 1.35V. The graph uses box plots to show
the distribution among all workloads that are categorized
as either non-memory-intensive or memory-intensive. The
memory intensity is determined based on the commonly-used
metric MPKI (last-level cache misses per kilo-instruction). We
categorize an application as memory intensive when its MPKI
is greater than or equal to 15. We make two observations.
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Figure 3: Energy (left) and performance (right) comparison
between Voltron and MemDVFS on non-memory-intensive
and memory-intensive workloads. Adapted from [29].

First, Voltron is e�ective and saves more energy than
MemDVFS. MemDVFS has almost zero e�ect on memory-
intensive workloads. This is because MemDVFS avoids sca-
ling DRAM frequency (and hence voltage) when an applica-
tion’s memory bandwidth utilization is above a �xed thres-
hold. Reducing the frequency can result in a large perfor-
mance loss since the memory-intensive workloads require
high memory throughput. As memory-intensive applicati-
ons have high memory bandwidth consumption that easily
exceeds the �xed threshold used by MemDVFS, MemDVFS
cannot perform frequency and voltage scaling during most
of the execution time. In contrast, Voltron reduces system
energy by 7.0% on average for memory-intensive workloads.
Thus, we demonstrate that Voltron is an e�ective mecha-
nism that improves system energy e�ciency not only on
non-memory-intensive applications, but also (especially) on
memory-intensive workloads where prior work was unable
to do so.

Second, as shown in Figure 3 (right), Voltron consistently
selects aVarray value that satis�es the performance loss bound
of 5% across all workloads. Voltron incurs an average (max-
imum) performance loss of 2.5% (4.4%) and 2.9% (4.1%) for
non-memory-intensive and memory-intensive workloads, re-
spectively. This demonstrates that our performance model
enables Voltron to select a low voltage value that saves energy
while bounding performance loss based on the user’s requi-
rement.
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Our SIGMETRICS 2017 paper contains extensive perfor-
mance and energy analysis of the Voltron mechanism in Secti-
ons 6.2 to 6.8 [29]. In particular, we show that if we exploit
spatial locality of errors (Section 2.3), we can improve the
performance bene�ts of Voltron, reducing the average per-
formance loss for memory-intensive workloads to 1.8% (see
Section 6.5 of our SIGMETRICS 2017 paper [29]). We refer the
reader to these sections for a detailed evaluation of Voltron.

4. Related Work
To our knowledge, this is the �rst work to (i) experimen-

tally characterize the reliability and performance of modern
low-power DRAM chips under di�erent supply voltages, and
(ii) introduce a new mechanism that reduces DRAM energy
while retaining high memory data throughput by adjusting
the DRAM array voltage. We brie�y discuss other prior work
in DRAM energy reduction.
DRAM Frequency and Voltage Scaling. Many prior

works propose to reduce DRAM energy by adjusting the
memory channel frequency and/or the DRAM supply voltage
dynamically. Deng et al. [39] propose MemScale, which scales
the frequency of DRAM at runtime based on a performance
predictor of an in-order processor. Other work focuses on
developing management policies to improve system energy
e�ciency by coordinating DRAM DFS with DVFS on the
CPU [12,37,38] or GPU [115]. In addition to frequency scaling,
David et al. [36] propose to scale the DRAM supply voltage
along with the memory channel frequency, based on the
memory bandwidth utilization of applications.

In contrast to all these works, our work focuses on a de-
tailed experimental characterization of real DRAM chips as
the supply voltage varies. Our study provides fundamental ob-
servations for potential mechanisms that can mitigate DRAM
and system energy consumption. Furthermore, frequency sca-
ling hurts memory throughput, and thus signi�cantly degra-
des the system performance of especially memory-intensive
workloads (see Section 2.4 in our SIGMETRICS 2017 pa-
per [29] for our quantitative analysis). We demonstrate the
importance and bene�ts of exploiting our experimental ob-
servations by proposing Voltron, one new example mecha-
nism that uses our observations to reduce DRAM and system
energy without sacri�cing memory throughput.
Low-Power Modes for DRAM. Modern DRAM chips

support various low-power standby modes. Entering and
exiting these modes incurs some amount of latency, which
delays memory requests that must be serviced. To increase
the opportunities to exploit these low-power modes, several
prior works propose mechanisms that increase periods of
memory idleness through data placement (e.g., [44, 83]) and
memory tra�c reshaping (e.g., [2, 9, 14, 40, 100]). Exploiting
low-power modes is orthogonal to our work on studying the
impact of reduced-voltage operation in DRAM. Furthermore,
low-power modes have a smaller e�ect on memory-intensive
workloads, which exhibit little idleness in memory acces-

ses, whereas, as we show in Section 3.2, our mechanism is
especially e�ective on memory-intensive workloads.
Low-Power DDR DRAM Chips. Low-power DDR

(LPDDR) [59, 61, 112] is a speci�c type of DRAM that is opti-
mized for low-power systems like mobile devices. To reduce
power consumption, LPDDRx (currently in its 4th genera-
tion) employs a few major design changes that di�er from
conventional DDRx chips. First, LPDDRx uses a low-voltage
swing I/O interface that consumes 40% less I/O power than
DDR4 DRAM [33]. Second, it supports additional low-power
modes with a lower supply voltage. Since the LPDDRx ar-
ray design remains the same as DDRx, our observations on
the correlation between access latency and array voltage are
applicable to LPDDRx DRAM as well. Voltron, our propo-
sal, can provide signi�cant bene�ts in LPDDRx, since array
energy consumption is signi�cantly higher than the energy
consumption of peripheral circuitry in LPDDRx chips [33].
We leave the detailed evaluation of LPDDRx chips for future
work since our current experimental platform is not capable
of evaluating them. Two recent experimental works [72, 112]
examine the retention time behavior of LPDDRx chips and
�nd it to be similar to DDRx chips.
Low-PowerDRAMArchitectures. Prior works (e.g., [31,

35, 137, 150]) propose to modify the DRAM chip architecture
to reduce the ACTIVATE power by activating only a fraction of
a row instead of the entire row. Another common technique,
called sub-ranking or mini-ranks, reduces dynamic DRAM
power by accessing data from a subset of chips from a DRAM
module [139,145,152]. A couple of prior works [102,144] pro-
pose DRAM module architectures that integrate many low-
frequency LPDDR chips to enable DRAM power reduction.
These proposed changes to DRAM chips or DIMMs are ort-
hogonal to our work.
Reducing Refresh Power. In modern DRAM chips, alt-

hough di�erent DRAM cells have widely di�erent retention
times [74,96,112], memory controllers conservatively refresh
all of the cells based on the retention time of a small fraction of
weak cells, which have the longest retention time out of all of
the cells. To reduce DRAM refresh power, many prior works
(e.g., [3,11,13,68,69,70,71,95,96,97,106,108,110,112,119,138])
propose mechanisms to reduce unnecessary refresh operati-
ons, and, thus, refresh power, by characterizing the retention
time pro�le (i.e., the data retention behavior of each cell)
within the DRAM chips. However, these techniques do not
reduce the power of other DRAM operations, and these prior
works do not provide an experimental characterization of the
e�ect of reduced voltage levels on data retention time.
Improving DRAMEnergy E�ciency by Reducing La-

tency or Improving Parallelism. Various prior works
(e.g., [26, 28, 54, 55, 80, 87, 88, 89, 90, 91, 92, 107, 128, 129, 130])
improve DRAM energy e�ciency by reducing the execution
time through techniques that reduce the DRAM access latency
or improve parallelism between memory requests. These me-

5

36



chanisms are orthogonal to ours, because they do not reduce
the voltage level of DRAM.
Improving Energy E�ciency by Processing in Me-

mory. Various prior works [4, 5, 6, 10, 16, 17, 28, 41, 45, 46,
48, 49, 50, 51, 53, 57, 58, 67, 73, 81, 101, 111, 113, 114, 118, 126, 127,
129, 130, 135, 136, 149] examine processing in memory to im-
prove energy e�ciency. Our analyses and techniques can be
combined with these works to enable low-voltage operation
in processing-in-memory engines.
Experimental Studies of DRAM Chips. Recent works

experimentally investigate various reliability, data retention,
and latency characteristics of modern DRAM chips [24, 27,
54, 63, 64, 70, 71, 76, 77, 87, 89, 90, 96, 97, 104, 112, 125, 132, 133]
usually using FPGA-based DRAM testing infrastructures, like
SoftMC [54], or using large-scale data from the �eld. None
of these works study these characteristics under reduced-
voltage operation, which we do in this paper.

Reduced-Voltage Operation in SRAM Caches. Prior
works propose di�erent techniques to enable SRAM caches
to operate under reduced voltage levels (e.g., [7, 8, 32, 123, 141,
142]). These works are orthogonal to our experimental study
because we focus on understanding and enabling reduced-
voltage operation in DRAM, which is a signi�cantly di�erent
memory technology than SRAM.

5. Signi�cance
Our SIGMETRICS 2017 paper [29] presents a new set of

detailed experimental characterization and analyses on the
voltage-latency-reliability trade-o�s in modern DRAM chips.
In this section, we describe the potential impact that our study
can bring to the research community and industry.

5.1. Potential Industry Impact
We believe our experimental characterization results and

proposed mechanism can have signi�cant impact in fast-
growing data centers as well as mobile systems, where DRAM
power consumption is growing due to higher demand for me-
mory capacity for certain types of service (e.g., memcached).
To reduce the energy and power consumed by DRAM, DRAM
manufacturers have been decreasing the supply voltage of
DRAM chips with newer DRAM standards (e.g., DDR4) or
low-voltage variants of DDR, such as LPDDR4 (Low-Power
DDR4) and DDR3L (DDR3 Low-voltage). However, the supply
voltage reduction has been conservative with each new DDR
standard, which takes years to be adopted by the vendors and
the market. For example, since the release of DDR3L (1.35V)
in 2010, the supply voltage has reduced by only 11% with the
latest DDR4 standard (1.2V) released in 2014. Furthermore,
since the release of DDR4 in 2014, the supply voltage for most
commodity DDR4 chips has remained at 1.2V. As a result,
further reducing DRAM supply voltage below the standard
voltage, as we do in our SIGMETRICS 2017 paper [29], can
be a very e�ective way of reducing DRAM power consump-
tion. However, to do so, we need to carefully and rigorously

understand how DRAM chips behave under reduced-voltage
operation.

To enable the development of new mechanisms that le-
verage reduce-voltage operation in DRAM, we provide the
�rst set of comprehensive experimental results on the e�ect
of using a wide range of di�erent supply voltage values on
the reliability, latency, and retention characteristics of DRAM
chips. In this work, we demonstrate how we can use our expe-
rimental data to design a new mechanism, Voltron (Section 3),
which reduces DRAM energy consumption through voltage
reduction. Therefore, we believe that understanding and
leveraging reduced-voltage operation will help industry im-
prove the energy e�ciency of memory subsystems.

5.2. Potential Research Impact
Our paper sheds new light on the feasibility of enabling

reduced-voltage operation in manufactured DRAM chips.
One important research question that our work raises is how
do modern DRAM chips behave under a wide range of supply
voltage levels? Existing systems are limited to a few DRAM
power states, which prevent DRAM from serving memory
accesses when it enters a low-power state. However, in our
work, we show that it is possible to operate commodity DRAM
chips under a wide range of supply voltage levels while still
being able to serve memory accesses under a di�erent set of
trade-o�s. To facilitate further research initiative to exploit
reduced-voltage operation in DRAM chips, we have open-
sourced our characterization results, FPGA-based testing plat-
form [54], and DRAM SPICE circuit model (for validation) in
our GitHub repository [124]. We believe that these tools can
be extended for other research objectives besides studying
voltage reduction in DRAM. One potential direction is to le-
verage our results to design mechanisms that reduce DRAM
latency by operating DRAM at a higher supply voltage.

5.3. Applicability to Other Memory Technologies
We believe the high-level ideas of our work can be levera-

ged in the context of other memory technologies, such as
NAND �ash memory [19, 20, 21], PCM [84, 85, 86, 103, 120,
121, 146, 147], STT-MRAM [30, 52, 82, 103, 109], RRAM [143],
or hybrid memory systems [1, 15, 42, 47, 62, 94, 98, 103, 116,
117, 121, 122, 146, 148, 151]. A recent work on NAND �ash
memory, for example, proposes reducing the pass-through
voltage [18, 19, 20, 21] to reduce read disturb errors, which
in turn saves energy. We refer the reader to past works on
NAND �ash memory for a more detailed analysis of reliability-
voltage trade-o�s [18, 19, 20, 21, 22, 23]. We hope our work in-
spires characterization and understanding of reduced-voltage
operation in other memory technologies, with the goal of
enabling a more energy-e�cient system design.

6. Conclusion
Our SIGMETRICS 2017 paper [29] provides the �rst expe-

rimental study that comprehensively characterizes and ana-
lyzes the behavior of DRAM chips when the supply voltage
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is reduced below its nominal value. We demonstrate, using
124 DDR3L DRAM chips, that the DRAM supply voltage can
be reliably reduced to a certain level, beyond which errors
arise within the data. We then experimentally demonstrate
the relationship between the supply voltage and the latency
of the fundamental DRAM operations (activation, restoration,
and precharge). We show that bit errors caused by reduced-
voltage operation can be eliminated by increasing the latency
of the three fundamental DRAM operations. By changing
the memory controller con�guration to allow for the longer
latency of these operations, we can thus further lower the
supply voltage without inducing errors in the data. We also
experimentally characterize the relationship between redu-
ced supply voltage and error locations, stored data patterns,
temperature, and data retention.

Based on these observations, we propose and evaluate Vol-
tron, a low-cost energy reduction mechanism that reduces
DRAM energy without a�ecting memory data throughput.
Voltron reduces the supply voltage for only the DRAM array,
while maintaining the nominal voltage for the peripheral cir-
cuitry to continue operating the memory channel at a high
frequency. Voltron uses a new piecewise linear performance
model to �nd the array supply voltage that maximizes the
system energy reduction within a given performance loss
target. Our experimental evaluations across a wide variety
of workloads demonstrate that Voltron signi�cantly reduces
system energy consumption with only very modest perfor-
mance loss.

We conclude that it is very promising to understand and
exploit reduced-voltage operation in modern DRAM chips.
We hope that the experimental characterization, analysis, and
optimization techniques presented in our SIGMETRICS 2017
paper will enable the development of other new mechanisms
that can e�ectively exploit the trade-o�s between voltage,
reliability, and latency in DRAM to improve system perfor-
mance, e�ciency, and/or reliability. We also hope that our pa-
per’s studies inspire new experimental studies to understand
reduced-voltage operation in other memory technologies,
such as NAND �ash memory, PCM, and STT-MRAM.
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This paper summarizes the SoftMC DRAM characterization
infrastructure, which was published in HPCA 2017 [44], and exa-
mines the work’s signi�cance and future potential. DRAM is the
primary technology used for main memory in modern systems.
Unfortunately, as DRAM scales down to smaller technology
nodes, it faces key challenges in both data integrity and latency,
which strongly a�ect overall system reliability and performance.
To develop reliable and high-performance DRAM-based main
memory in future systems, it is critical to characterize, under-
stand, and analyze various aspects (e.g., reliability, latency)
of modern DRAM chips. To enable this, there is a strong need
for a publicly-available DRAM testing infrastructure that can
�exibly and e�ciently test DRAM chips in a manner accessible
to both software and hardware developers.

This work develops the �rst such infrastructure, SoftMC (Soft
Memory Controller), an FPGA-based testing platform that can
control and test memory modules designed for the commonly-
used DDR (Double Data Rate) interface. SoftMC has two key
properties: (i) it provides �exibility to thoroughly control me-
mory behavior or to implement a wide range of mechanisms
using DDR commands; and (ii) it is easy to use as it provides
a simple and intuitive high-level programming interface for
users, completely hiding the low-level details of the FPGA.

We demonstrate the capability, �exibility, and programming
ease of SoftMC with two example use cases. First, we imple-
ment a test that characterizes the retention time of DRAM cells.
Experimental results we obtain using SoftMC are consistent
with the �ndings of prior studies on retention time in modern
DRAM, which serves as a validation of our infrastructure. Se-
cond, we validate two recently-proposed mechanisms, which
rely on accessing recently-refreshed or recently-accessed DRAM
cells faster than other DRAM cells. Using our infrastructure,
we show that the expected latency reduction e�ect of these
mechanisms is not observable in existing DRAM chips,which
demonstrates the usefulness of SoftMC in testing new ideas on
existing memory modules.

Various versions of the SoftMC platform have enabled many
of our other DRAM characterization studies [26, 29, 60, 61, 62,
68, 80, 84, 88, 117]. We discuss several other use cases of SoftMC,
including the ability to characterize emerging non-volatile me-
mory modules that obey the DDR standard. We hope that
our open-source release of SoftMC �lls a gap in the space of

publicly-available experimental memory testing infrastructures
and inspires new studies, ideas, and methodologies in memory
system design.

1. Understanding DRAM Characteristics
DRAM (Dynamic Random Access Memory) is the predo-

minant technology used to build main memory systems of
modern computers. The continued scaling of DRAM process
technology has enabled tremendous growth in DRAM density
in the last few decades, leading to higher capacity main me-
mories. Unfortunately, as the process technology node scales
down to the sub-20 nm feature size range, DRAM technology
faces key challenges that critically impact its reliability and
performance [102, 103, 106].

The fundamental challenge with scaling DRAM cells into
smaller technology nodes arises from the way DRAM stores
data in cells. A DRAM cell consists of a transistor and a
capacitor. Data is stored as charge in the capacitor. A DRAM
cell cannot retain its data permanently as this capacitor leaks
its charge gradually over time. To maintain correct data in
DRAM, each cell is periodically refreshed to replenish the
charge in the capacitor [87]. At smaller technology nodes, it
is becoming increasingly di�cult to store and retain enough
charge in a cell, causing various reliability and performance
issues [27,63,87,88]. Ensuring reliable operation of the DRAM
cells is a key challenge in future technology nodes [55, 60, 66,
87, 88, 93, 99, 102, 103, 112].

The fundamental problem of retaining data with less charge
in smaller cells directly impacts the reliability and perfor-
mance of DRAM cells. First, smaller cells placed in close prox-
imity make cells more susceptible to various types of interfe-
rence. This potentially disrupts DRAM operation by �ipping
bits in DRAM, resulting in major reliability issues [68, 95, 108,
121, 126, 135, 136], which can lead to system failure [95, 126]
or security breaches [10, 41, 68, 120, 127, 128, 144, 148]. Second,
it takes longer time to access a cell with less charge [43, 80],
and write latency increases as the access transistor size redu-
ces [55]. Thus, smaller cells directly impact DRAM latency,
as DRAM access latency is determined by the worst-case (i.e.,
slowest) cell in any acceptable chip [24, 29, 80]. DRAM access
latency has not signi�cantly improved with technology sca-
ling in the past two decades [7, 25, 26, 54, 81, 82, 102], and,
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in fact, some latencies are expected to increase [55], making
memory latency an increasingly critical system performance
bottleneck.

As such, there is a signi�cant need for new mechanisms
that improve the reliability and performance of DRAM-based
main memory systems. In order to design, evaluate, and
validate many such mechanisms, it is important to accura-
tely characterize, analyze, and understand DRAM (cell) be-
havior in terms of reliability and latency. For such an un-
derstanding to be accurate, it is critical that the characteri-
zation and analysis be based on the experimental studies of
real DRAM chips, since a large number of factors (e.g., va-
rious types of cell-to-cell interference [68, 108, 121], inter-
and intra-die process variation [24, 26, 29, 65, 80, 84, 109, 112],
random e�ects [45, 60, 88, 117, 123, 137, 149], operating condi-
tions [29, 65, 80, 86, 88, 112], internal organization [46, 61, 88],
stored data patterns [61,62,88]) concurrently impact the relia-
bility and latency of cells. Many of these phenomena and their
interactions cannot be properly modeled (e.g., in simulation
or using analytical methods) without rigorous experimental
characterization and analysis of real DRAM chips. The need
for such experimental characterization and analysis, with
the goal of building the understanding necessary to improve
the reliability and performance of future DRAM-based main
memories at various levels (both software and hardware),
motivates the need for a publicly-available DRAM testing
infrastructure that can enable system users and designers to
characterize real DRAM chips.

2. Experimental DRAM Characterization
Two key features are desirable from an experimental me-

mory testing infrastructure. First, the infrastructure should
be �exible enough to test any DRAM operation (supported by
the commonly-used DRAM interfaces, e.g., the standard Dou-
ble Data Rate, or DDR, interface) to characterize cell behavior
or evaluate the impact of a mechanism (e.g., adopting di�e-
rent refresh rates for di�erent cells [60,62,63,87,112,117,145])
on real DRAM chips. Second, the infrastructure should be
easy to use, such that it is possible for both software and
hardware developers to implement new tests or mechanisms
without spending signi�cant time and e�ort. For example, a
testing infrastructure that requires circuit-level implementa-
tion, detailed knowledge of the physical implementation of
DRAM data transfer protocols over the memory channel, or
low-level FPGA-programming to modify the infrastructure
would severely limit the usability of such a platform to a
limited number of experts.

Our HPCA 2017 paper [44] designs, prototypes, and demon-
strates the basic capabilities of such a �exible and easy-to-use
experimental DRAM testing infrastructure, called SoftMC
(Soft Memory Controller). SoftMC is an open-source FPGA-
based DRAM testing infrastructure, consisting of a program-
mable memory controller that can control and test memory
modules designed for the commonly-used DDR (Double Data

Rate) interface. To this end, SoftMC implements all low-level
DRAM operations (i.e., DDR commands) available in a typical
memory controller (e.g., opening a row in a bank, reading
a speci�c column address, performing a refresh operation,
enforcing various timing constraints between commands).
Using these low-level operations, SoftMC can test and cha-
racterize any (existing or new) DRAM mechanism that uses
the existing DDR interface. SoftMC provides a simple and
intuitive high-level programming interface that completely
hides the low-level details of the FPGA from users. Users
implement their test routines or mechanisms in a high-level
language that automatically gets translated into the low-level
SoftMC memory controller operations in the FPGA.

3. Overview of SoftMC
A publicly-available DRAM testing infrastructure should

have two key features to ensure widespread adoption among
architects and designers: (i) �exibility and (ii) ease of use.
Flexibility. A DRAM chip is typically accessed by issuing

a set of DRAM commands in a particular sequence with a
strict delay between the commands (speci�ed by the timing
parameters in the datasheet of the DRAM chip/module). A
DRAM testing infrastructure should implement all low-level
DRAM operations with tunable timing parameters without
any restriction on the ordering of DRAM commands. Such a
design enables �exibility at two levels. First, it enables com-
prehensive testing of any DRAM operation with the ability
to customize the length of each timing constraint. For exam-
ple, we can implement a retention test with di�erent refresh
intervals to characterize the distribution of retention time in
modern DRAM chips (as done in [60, 87, 112]). Such a charac-
terization can enable new mechanisms to reduce the number
of refresh operations in DRAM, leading to performance and
power e�ciency improvements. Second, it enables testing
of DRAM chips with high-level test programs, which can
consist of any combination of DRAM operations and timings.
Such �exibility is extremely powerful to test the impact of
existing or new DRAM mechanisms in real DRAM chips.
Ease of Use. A DRAM testing infrastructure should pro-

vide a simple and intuitive programming interface that mini-
mizes programming e�ort and time. An interface that hides
the details of the underlying implementation is accessible to
a wide range of users. With such a high-level abstraction,
even users that lack hardware design experience should be
able to develop DRAM tests.

Figure 1 shows our temperature-controller setup for testing
DRAM modules. The components of SoftMC operate on the
host machine and the FPGA. On the host machine, the SoftMC
API provides a high-level software interface (in C++) for de-
veloping a test program that generates DRAM commands
and sends them to the FPGA. On the FPGA, SoftMC hardware
is responsible for handling the commands sent by the host
machine. The SoftMC hardware issues the DRAM commands
in order and with the timing parameters as de�ned in the
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test program developed using the SoftMC API. SoftMC also
implements a PCIe driver for high-speed communication bet-
ween the host machine and the FPGA. The user only needs
to focus on de�ning a routine for testing the DRAM.

Figure 1: Our SoftMC infrastructure. Reproduced from [44].

A detailed description of the interface, design, and opera-
tion of SoftMC can be found in our HPCA 2017 paper [44].
The source code for SoftMC can be freely downloaded
from [125].

4. Example Use Cases
Using our SoftMC prototype, we perform two case studies

on randomly-selected real DRAM chips from three major ma-
nufacturers. First, we discuss how a simple retention test can
be implemented using SoftMC, and present the experimental
results of that test (Section 4.1). Second, we demonstrate how
SoftMC can be leveraged to test the expected e�ect of two
recently-proposed mechanisms [43, 134] that aim to reduce
DRAM access latency (Section 4.2). Both use cases demon-
strate the �exibility and ease of use of SoftMC.

4.1. Retention Time Distribution Study
This test aims to characterize data retention time in dif-

ferent DRAM modules. The retention time of a cell can be
determined by testing the cell with di�erent refresh intervals.
The cell fails at a refresh interval that is greater than its re-
tention time. In this test, we gradually increase the refresh
interval from the default 64 ms and count the number of bytes
that have an incorrect value at each refresh interval.
4.1.1. Evaluating Retention Time with SoftMC. We per-
form a simple test to measure the retention time of the cells
in a DRAM chip. Our test consists of three steps: (i) We write
a reference data pattern (e.g. all zeros, or all ones) to an entire
row. (ii) We wait for the speci�ed refresh interval, so that the
row is idle for that time and all cells gradually leak charge.
(iii) We read data back from the same row and compare it
against the reference pattern that we wrote in the �rst step.
Any mismatch indicates that the cell could not hold its data
for that duration, resulting in a bit �ip. We count the number
of bytes that have bit �ips for each test.

We repeat this procedure for all rows in the DRAM module.
The read and write operations in the test are issued with
the standard timing parameters, to make sure that the only
timing change that a�ects the reliability of the cells is the
change in the refresh interval.
Writing Data to DRAM. In Program 1, we present the

implementation of the �rst part of our retention time test,
where we write data to a row, using the SoftMC API. First, to
activate the row, we insert the instruction generated by the
genACT() function to an instance of the InstructionSequence
(Lines 1-2). This function is followed by a genWAIT() function
(Line 3) that ensures that the activation completes with the
standard timing parameter tRCD. Second, we issue write in-
structions to write the data pattern in each column of the row.
This is implemented in a loop, where, in each iteration, we call
genWR() (Line 5), followed by a call to genWAIT() function
(Line 6) that ensures proper delay between two WRITE ope-
rations. After writing to all columns of the row, we insert
another delay (Line 8) to account for the write recovery time
tWR. Third, once we have written to all columns, we close the
row by precharging it. This is done by the genPRE() function
(Line 9), followed by a genWAIT() function with standard tRP
timing.1 Finally, we call the genEND() function to indicate the
end of the instruction sequence, and send the test program
to the FPGA by calling the execute() function.

1 InstructionSequence iseq;
2 iseq.insert(genACT(bank, row));
3 iseq.insert(genWAIT(tRCD));
4 for(int col = 0; col < COLUMNS; col++){
5 iseq.insert(genWR(bank, col, data));
6 iseq.insert(genWAIT(tBL));
7 }
8 iseq.insert(genWAIT(tCL + tWR));
9 iseq.insert(genPRE(bank));

10 iseq.insert(genWAIT(tRP));
11 iseq.insert(genEND());
12 iseq.execute(fpga));

Program 1: Writing data to a row using the SoftMC API. Re-
produced from [44].

Employing a Speci�c Refresh Interval. Using SoftMC,
we can implement the target refresh interval in two ways.
We can use the auto-refresh support provided by the SoftMC
hardware, by setting the tREFI parameter to our target va-
lue, and letting the FPGA take care of the refresh operations.
Alternatively, we can disable auto-refresh, and manually con-
trol the refresh operations from the software. In this case, the
user is responsible for issuing refresh operations at the right
time. In this retention test, we disable auto-refresh and use a
software clock to determine when we should read back data
from the row (i.e., refresh the row).
Reading Data from DRAM. Reading data back from the

DRAM requires steps similar to DRAM writes (presented in

1For details on DRAM timing parameters and internal DRAM operation,
we refer the reader to our prior works [26, 27, 28, 29, 43, 44, 65, 68, 69, 70, 71, 72,
80, 81, 83, 84, 85, 87, 88, 112, 130, 131].
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Program 1). The only di�erence is that, instead of issuing a
WRITE command, we need to issue a READ command and
enforce read-related timing parameters. In the SoftMC API,
this is done by calling the genRD() function in place of the
genWR() function, and specifying the appropriate read-related
timing parameters. After the read operation is done, the FPGA
sends back the data read from the DRAM module, and the user
can access that data using the fpga_recv() function provided
by the driver.

Note that the complete code to implement our full retention
test (i.e., writing a data pattern to a DRAM module, waiting
for the target retention time, reading the data back from the
DRAM module, and checking the data for errors) in SoftMC
takes only approximately 200 lines of C code, in the form
shown in Program 1. Based on the intuitive code implementa-
tion of the retention test, we conclude that it requires minimal
e�ort to write test programs using the SoftMC API. Our full
test is provided in our open-source release of SoftMC [125].

4.1.2. Results. We perform the retention time test at room
temperature, using 24 DRAM chips from three major manu-
facturers. We vary the refresh interval from 64 ms to 8192 ms,
exponentially. Figure 2 shows the results for the test, where
the x-axis shows the refresh interval in milliseconds, and the
y-axis shows the number of erroneous bytes found in each
interval. We make two major observations.
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Figure 2: Number of erroneous bytes observed in retention
time tests. Reproduced from [44].

(i) We do not observe any retention failures until we test
with a refresh interval of 1 s. This shows that there is a large
safety margin for the refresh interval in modern DRAM chips,
which is conservatively set to 64 ms by the DDR standard.2

(ii) We observe that the number of failures increases expo-
nentially with the increase in refresh interval.

Other experimental studies on retention time of DRAM
cells have reported similar observations as ours [42, 47, 60, 67,
80,80,88,112]. We conclude that SoftMC can easily reproduce
experimental DRAM results, validating the correctness of our
testing infrastructure and showing its �exibility and ease of
use.

2DRAM manufacturers perform retention tests that are similar to ours
(but with proprietary in-house infrastructures that are not disclosed). Their
results are similar to ours [26, 42, 60, 67, 80, 88, 112], showing signi�cant
margin for the refresh interval. This margin is added to ensure reliable
DRAM operation for the worst-case operating conditions (i.e., worst case
temperature and voltage levels) and for worst-case cells, as has been shown
by prior works [26, 42, 60, 67, 80, 88, 112].

4.2. Evaluating the Expected E�ect of Two
Recently-Proposed Mechanisms in Existing
DRAM Chips

Two recently-proposed mechanisms, ChargeCache [43]
and NUAT [134], provide low-latency access to highly-
charged DRAM cells. They both are based on the key idea
that a highly-charged cell can be accessed faster than a cell
with less charge [80]. ChargeCache observes that cells belon-
ging to recently-accessed DRAM rows are in a highly-charged
state and that such rows are likely to be accessed again in the
near future. ChargeCache exploits the highly-charged state
of these recently-accessed rows to lower the latency for later
accesses to them. NUAT observes that recently-refreshed cells
are in highly-charged state, and thus it lowers the latency
for accesses to recently-refreshed rows. Prior to activating a
DRAM row, both ChargeCache and NUAT determine whether
the target row is in a highly-charged state. If so, the memory
controller uses reduced tRCD and tRAS timing parameters
to perform a low latency access.

In this section, we evaluate whether or not the expected
latency reduction e�ect of these two works is observable in
existing DRAM modules, using SoftMC. We �rst describe our
methodology for evaluating the improvement in the tRCD
and tRAS timing parameters. We then show the results we
obtain using SoftMC, and discuss our observations.

4.2.1. EvaluatingDRAMLatencywith SoftMC. In our ex-
periments, we use 24 DDR3 chips (i.e., three SO-DIMMs [53])
from three major manufacturers. To stress DRAM reliability
and maximize the amount of cell charge leakage, we raise
the test temperature to 80◦C (signi�cantly higher than the
common-case operating range of 35-55◦C [80]) by enclosing
our FPGA infrastructure in a temperature-controlled heat
chamber (see Figure 1). For all experiments, the temperature
within the heat chamber was maintained within 0.5◦C of the
target 80◦C temperature.

To study the impact of charge variation in cells on access
latency, which is dominated by the tRCD and tRAS timing
parameters [26, 69, 80, 81], we perform experiments on exis-
ting DRAM chips to test the headroom for reducing these
parameters. In our experiments, we vary one of the two ti-
ming parameters, and test whether the original data can be
read back correctly with the reduced timing. If the data that
is read out contains errors, this indicates that the timing para-
meter cannot be reduced to the tested value without inducing
errors in the data. We perform the tests using a variety of
data patterns (e.g., 0x00, 0xFF, 0xAA, 0x55) because 1) di�e-
rent DRAM cells store information (i.e., 0 or 1) in di�erent
states (i.e., charged or empty) [88] and 2) we would like to
stress DRAM reliability by increasing the interference bet-
ween adjacent bitlines [60,61,62,63,88,112]. We also perform
tests using di�erent refresh intervals, to study whether the
variation in charge leakage increases signi�cantly if the time
between refreshes increases.
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tRCD Test. We measure how highly-charged cells a�ect
the tRCD timing parameter (i.e., how long the controller
needs to wait after a row activation command is sent to safely
perform read and write operations on the row), by using a
custom tRCD value to read data from a row to which we
previously wrote a reference data pattern. We adjust the time
between writing a reference data pattern and performing the
read, to vary the amount of charge stored within the cells of
a row. In Figure 3a, we show the command sequence that
we use to test whether recently-refreshed DRAM cells can be
accessed with a lower tRCD, compared to cells that are close
to the end of the refresh interval. We perform the write and
read operations to each DRAM row one column at a time, to
ensure that each read incurs the tRCD latency. First ( 1 in
Figure 3a), we perform a reference write to the DRAM column
under test by issuing ACTIVATE, WRITE, and PRECHARGE
successively with the default DRAM timing parameters. Next
( 2 ), we wait for the duration of a time interval (T1), which is
the refresh interval in practice, to vary the charge contained
in the cells. When we wait longer, we expect the target cells
to have less charge at the end of the interval. We cover a
wide range of wait intervals, evaluating values between 1 and
512 ms. Finally ( 3 ), we read the data from the column that
we previously wrote to and compare it with the reference
pattern. We perform the read with the custom tRCD value
for that speci�c test. We evaluate tRCD values ranging from
3 to 6 (default) cycles. Since a tRCD of 3 cycles produced
errors in every run, we did not perform any experiments with
a lower tRCD.

Write the data 
pattern to a column

Read (with custom tRCD) the 
column data and verify

Wait (T1)

1

2

3

(a) tRCD Test

Write the data 
pattern to a row

1

2

5
Read row data and

verify
ACT-PRE 

(with custom tRAS)
3

4Wait (T2) Wait (T3)
(b) tRAS Test

Figure 3: Timelines that illustrate the methodology for tes-
ting the improvement of (a) tRCD and (b) tRAS on highly-
charged DRAM cells. Reproduced from [44].

We process multiple rows in an interleaved manner (i.e.,
we write to multiple rows, wait, and then verify their data
one after another) in order to further stress the reliability of
DRAM [80]. We repeat this process for all DRAM rows to
evaluate the entire memory module.
tRAS Test. We measure the e�ect of accessing highly-

charged rows on the tRAS timing parameter (i.e., the time
that the controller needs to wait after a row activation com-
mand is sent to safely start precharging the row) by issuing
the ACTIVATE and PRECHARGE commands, with a custom

tRAS value, to a row. We check if that row still contains the
same data that it held before the ACTIVATE-PRECHARGE
command pair was issued. Figure 3b illustrates the methodo-
logy for testing the e�ect of the refresh interval ontRAS. First
( 1 ), we write the reference data pattern to the selected DRAM
row with the default timing parameters. Di�erent from the
tRCD test, we write to every column in the open row (before
switching to another row) to save cycles by eliminating a sig-
ni�cant amount of ACTIVATE and PRECHARGE commands,
thereby reducing the testing time. Next ( 2 ), we wait for the
duration of time interval T2, during which the DRAM cells
lose a certain amount of charge. To refresh the cells ( 3 ),
we issue an ACTIVATE-PRECHARGE command pair asso-
ciated with a custom tRAS value. When the ACTIVATE-
PRECHARGE pair is issued, the charge in the cells of the
target DRAM row may not be fully restored if the wait time is
too long or the tRAS value is too short, potentially leading to
loss of data. Next ( 4 ), we wait again for a period of time T3
to allow the cells to leak a portion of their charge. Finally ( 5 ),
we read the row using the default timing parameters and test
whether it still retains the correct data. Similar to the tRCD
test, to stress the reliability of DRAM, we simultaneously
perform the tRAS test on multiple DRAM rows.

We would expect, from this experiment, that the data is
likely to maintain its integrity when evaluating reducedtRAS
with shorter wait times (T2). This is because when T2 is short,
a DRAM cell would lose only a small amount of its charge.
Thus, there would be more room for reducing tRAS, as the
cell would already contain a higher amount of charge prior to
the row activation. The higher amount of charge would allow
us to safely reduce tRAS by a larger amount. In contrast, we
would expect failures to be more likely when using a reduced
tRAS with a longer wait time, because the cells would have
a low amount of charge that is not enough to reliably reduce
tRAS.

4.2.2. Results. We analyze the results of the tRCD and tRAS
tests, for 24 real DRAM chips from di�erent vendors, using
the test programs detailed in Section 4.2.1. We evaluate tRCD
values ranging from 3 to 6 cycles, and tRAS values ranging
from 2 to 14 cycles, where the maximum number for each
is the default timing parameter value. For both tests, we
evaluate refresh intervals between 8 and 512 ms and measure
the number of observed errors during each experiment.

Figures 4 and 5 depict the results for the tRCD test and the
tRAS test, respectively, for three DRAM modules (each from
a di�erent DRAM vendor). We make three major observati-
ons:
(i) Within the duration of the standard refresh interval

(64 ms), DRAM cells do not leak a su�cient amount of charge to
have a negative impact on DRAM access latency.3 For refresh
intervals less than or equal to 64 ms, we observe little to no

3Other studies have shown methods to take advantage of the fact that
latencies can be reduced without incurring errors [26, 80].
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variation in the number of errors induced. Within this refresh
interval range, depending on the tRCD or tRAS value, the
errors generated are either zero or a constant number. We
make the same observation in both the tRCD and tRAS tests
for all three DRAM modules.

For all the modules tested, using di�erent data patterns and
stressing DRAM operation with temperatures signi�cantly
higher than the common-case operating conditions, we can
signi�cantly reduce tRCD and tRAS parameters, without
observing any errors. We observe errors only when tRCD
and tRAS parameters are too small to correctly perform the
DRAM access, regardless of the charge amount of the accessed
cells.

(ii) The large safety margin employed by the manufacturers
protects DRAM against errors even when accessing DRAM cells
with low latency. We observe no change in the number of
induced errors for tRCD values less than the default of 6
cycles (down to 4 cycles in modules A and B, and 5 cycles
in module C). We observe a similar trend in the tRAS test:
tRAS can be reduced from the default value of 14 cycles to 5
cycles without increasing the number of induced errors for
any refresh interval.

We conclude that even at temperatures much higher than
typical operating conditions, there exists a large safety margin
for access latency in existing DRAM chips. This demonstra-
tes that DRAM cells are much stronger than their datasheet
timing speci�cations indicate.4 In other words, the timing

4Similar observations were made by prior work [24, 26, 80].

margin in most DRAM cells is very large, given the existing
timing parameters.

(iii) The expected e�ect of ChargeCache and NUAT, that
highly-charged cells can be accessed with lower latency, is slig-
htly observable only when very long refresh intervals are used.
For each of the tests, we observe a signi�cant increase in the
number of errors at refresh intervals that are much higher
than the typical refresh interval of 64 ms, demonstrating the
variation in charge held by each of the DRAM cells. Based on
the assumptions made by ChargeCache and NUAT, we expect
that when lower values of tRCD and tRAS are employed,
the error rate should increase more rapidly. However, we �nd
that for all but the minimum values of tRCD and tRAS (and
for tRCD = 4 for module C), the tRCD and tRAS latencies
have almost no impact on the error rate.

We believe that the reason we cannot observe the expected
latency reduction e�ect of ChargeCache and NUAT on exis-
ting DRAM modules is due to the internal behavior of exis-
ting DRAM chips that does not allow latencies to be reduced
beyond a certain point: we cannot externally control when the
sense ampli�er gets enabled, since this is dictated with a �xed
latency internally, regardless of the charge amount in the cell.
The sense ampli�ers are enabled only after charge sharing,
which starts by enabling the wordline and lasts until su�cient
amount of charge �ows from the activated cell into the bit-
line [28, 69, 81, 129, 130, 131], is expected to complete. Within
existing DRAM chips, the expected charge sharing latency
(i.e., the time when the sense ampli�ers get enabled) is not
represented by a timing parameter managed by the memory
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Figure 4: E�ect of reducing tRCD on the number of errors at various refresh intervals. Reproduced from [44]
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Figure 5: E�ect of reducing tRAS on the number of errors at various refresh intervals. Reproduced from [44].
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controller. Instead, the latency is controlled internally within
the DRAM using a �xed value [58, 143]. ChargeCache and
NUAT require that charge sharing completes in less time, and
the sense ampli�ers get enabled faster for a highly-charged
cell. However, since existing DRAM chips provide no way to
control the time it takes to enable the sense ampli�ers, we
cannot harness the potential latency reduction possible for
highly-charged cells [143]. Reducing tRCD a�ects the time
spent only after charge sharing, at which point the bitline
voltages exhibit similar behavior regardless of the amount
of charge initially stored within the cell. Consequently, we
are unable to observe the expected latency reduction e�ect
of ChargeCache and NUAT by simply reducing tRCD, even
though we believe that the mechanisms are sound and can
reduce latency (assuming the behavior of DRAM chips is mo-
di�ed). If the DDR interface exposes a method of controlling
the time it takes to enable the sense ampli�ers in the future,
SoftMC can be easily modi�ed to use the method and fully
evaluate the latency reduction e�ect of ChargeCache and
NUAT.
Summary. Overall, we make two major conclusions from

the implementation and experimental results of our DRAM
latency experiments. First, SoftMC provides a simple and
easy-to-use interface to quickly implement tests that charac-
terize modern DRAM chips. Second, SoftMC is an e�ective
tool to validate or refute the expected e�ect of existing or
new mechanisms on existing DRAM chips.

5. Related Work
No prior DRAM testing infrastructure provides both �exibi-

lity and ease of use properties, which are critical for enabling
widespread adoption of the infrastructure. Three di�erent
kinds of tools/infrastructure are available today for characte-
rizing the behavior of real DRAM chips. As we will describe,
each kind of tool has some shortcomings. SoftMC eliminates
all of these shortcomings and provides the �rst open-source
DRAM testing infrastructure that is publicly available [125].
Commercial Testing Infrastructures. A large number

of commercial DRAM testing platforms (e.g., [1, 39, 110, 142])
are available in the market. Such platforms are optimized for
test throughput (i.e., to test as many DRAM chips as possible
in a given time period), and generally apply a �xed test pat-
tern to the units under test. Thus, since they lack support for
�exibility in de�ning the test routine, these infrastructures
are not suitable for detailed DRAM characterization where
the goal is to investigate new issues and new ideas. Furt-
hermore, such testing equipment is usually quite expensive,
which makes these infrastructures an impractical option for
research in academia. Industry may also have internal DRAM
development and testing tools, but, to our knowledge, these
are proprietary and are unlikely to be made openly available.

We design SoftMC to be a low-cost (i.e., free) and �exi-
ble open-source alternative to commercial testing equipment
that can enable new research directions and mechanisms.

For example, prior work [151] recently proposed a random
command pattern generator to validate DRAM chips against
uncommon yet supported (according to JEDEC speci�cati-
ons) DDR command patterns. Using the test patterns on
commercial test equipment, this work demonstrates that spe-
ci�c sequences of commands introduce failures in current
DRAM chips (e.g., an ACTIVATE followed by a PRECHARGE,
without any READ or WRITE commands in between, results
in future accesses reading incorrect data in some DRAM devi-
ces). SoftMC �exibly supports the ability to issue an arbitrary
command sequence, and therefore can be used as a low-cost
method for validating DRAM chips against problems that
arise due to command ordering.
FPGA-Based Testing Infrastructures. Several prior

works propose FPGA-based DRAM testing infrastructures [47,
50, 59]. Unfortunately, all of them lack �exibility and/or a
simple user interface, and none are open-source. The FPGA-
based infrastructure proposed by Huang et al. [50] provides
a high-level interface for developing DRAM tests, but the
interface is limited to de�ning only data patterns and march
algorithms for the tests. Hou et al. [47] propose an FPGA-
based test platform whose capability is limited to analyzing
only the data retention time of the DRAM cells. Another
work [59] develops a custom memory testing board with an
FPGA chip, speci�cally designed to test memories at a very
high data rate. However, it requires low-level knowledge
to develop FPGA programs, and even then o�ers only limi-
ted �exibility in de�ning a test routine. On the other hand,
SoftMC provides full control over all DRAM commands using
a high-level software interface, and it is open-source.

PARDIS [6] is a recon�gurable logic (e.g., FPGA) based
programmable memory controller meant to be implemented
inside microprocessor chips. PARDIS is capable of optimizing
memory scheduling algorithms, refresh operations, etc. at
run-time based on application characteristics, and can im-
prove system performance and e�ciency. However, it does
not provide programmability for DRAM commands and ti-
ming parameters, and therefore cannot be used for detailed
DRAM characterization.
Built-In Self Test (BIST). A BIST mechanism (e.g, [5, 52,

114, 115, 150, 152]) is implemented inside the DRAM chip to
enable �xed test patterns and algorithms. Using such an ap-
proach, DRAM tests can be performed faster than with other
testing platforms. However, BIST has two major �exibility
issues, since the testing logic is hard-coded into the hardware:
(i) BIST o�ers only a limited number of tests that are �xed
at hardware design time. (ii) A limited set of DRAM chips,
which come with BIST support, can be tested. In contrast,
SoftMC allows for the implementation of a wide range of
DRAM test routines and supports any o�-the-shelf DRAM
chip that is compatible with the DDR interface.
Other Related Work. Although no prior work provi-

des an open-source DRAM testing infrastructure similar to
SoftMC, infrastructures for testing other types of memories
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have been developed. Cai et al. [11, 12, 13, 15] develop a
platform for characterizing NAND �ash memory. They pro-
pose a �ash controller, implemented on an FPGA, to quickly
characterize error patterns of existing �ash memory chips.
They expose the functions of the �ash translation layer (i.e.,
the �ash chip interface) to the software developer via the
host machine connected to the FPGA board, similar to how
we expose the DDR interface to the user in SoftMC. Many
works [11, 12, 13, 14, 16, 17, 18, 19, 20, 21, 22, 23, 38, 89, 90, 91]
use this �ash memory testing infrastructure to study various
aspects of �ash chips.

Our prior works [26,60,61,62,68,80,84,88] develop and use
FPGA-based infrastructures for a wide range of DRAM studies.
Liu et al. [88] and Khan et al. [60] analyze the data retention
behavior of modern DRAM chips and proposed mechanisms
for mitigating retention failures. Khan et al. [61, 62] study
data-dependent failures in DRAM, and developed techniques
for e�ciently detecting and handling them. Lee et al. [80, 84]
analyze latency characteristics of modern DRAM chips and
propose mechanisms for latency reduction. Kim et al. [68]
discover a new reliability issue in existing DRAM, called
RowHammer, which can lead to security breaches [41,103,120,
127,128,144,148]. Chang et al. [26] use SoftMC to characterize
latency variation across DRAM cells for fundamental DRAM
operations (e.g., activation, precharge). SoftMC evolved out
of these previous infrastructures, to address the need to make
the infrastructure �exible and easy to use.

Recently, Chang et al. [29] extend SoftMC with the ca-
pability to change the array voltage of DRAM chips, such
that SoftMC can be used to evaluate the trade-o�s between
voltage, latency, and reliability in modern DRAM chips.

Sukhwani et al. propose ConTutto [141], which is a re-
cent work that builds an FPGA-based platform for evaluating
di�erent memory technologies and new mechanisms on exis-
ting server systems. ConTutto is an extender board, which
plugs into the DDR3 module slot of a server machine. On the
board, an FPGA chip manages the communication between
the server machine and the memory, which is connected to
the other end of the ConTutto board. Using ConTutto, any
type of memory that can be attached to the ConTutto board
can potentially be used in existing systems, as part of main
memory, by using the FPGA as a translator between the two
interfaces, i.e., between the DDR3 interface to the server and
the interface of the memory attached to the ConTutto board.
Although ConTutto can be used as a prototyping platform
to evaluate di�erent memory technologies and mechanisms
on existing systems, it is not practical or �exible enough to
use for testing memories for two reasons. First, the operating
system needs to ensure that it does not allocate application
data to the memory that is being tested, as the data could be
destroyed during a testing procedure. Second, the memory
that is connected to ConTutto is accessed using load/store
instructions, which does not provide the �exibility of tes-
ting the memory at the memory command level. In contrast,

(1) the memory in SoftMC is not a part of the main memory
of the host machine, and (2) SoftMC provides a high-level
software interface for directly issuing commands to the me-
mory. These design choices enable many tests that are not
otherwise possible or practical to implement using load/store
instructions.

We conclude that prior work lacks either the �exibility
or the ease-of-use properties that are critical for performing
detailed DRAM characterization. To �ll the gap left by current
infrastructures, we introduce an open-source DRAM testing
infrastructure, SoftMC, that ful�lls these two properties.

6. Signi�cance
Computing systems typically use DRAM-based memories

as main memory since DRAM provides large capacity and
high performance. As the process technology scales down,
DRAM technology faces challenges that impact its reliability
and performance [102,103]. Our HPCA 2017 paper [44] intro-
duces SoftMC, a new DRAM characterization infrastructure
that is �exible and practical to use. We release SoftMC as
a publicly-available open-source tool [125]. In this section,
we discuss the signi�cance of our work by describing its no-
velty and long-term impact. We also discuss various future
research directions in which SoftMC can be extended and
applied.

6.1. Novelty
As we describe in Section 5, no prior DRAM testing infra-

structure provides both �exibility and ease of use properties,
which are critical for enabling widespread adoption of the
infrastructure. Three di�erent kinds of tools/infrastructu-
res are available today for characterizing DRAM behavior,
where each kind of tool has some shortcomings. We discuss
these tools and their shortcomings in Section 5. In contrast
to all these works, SoftMC allows for the implementation of a
wide range of DRAM test routines and supports any o�-the-
shelf DRAM chip that is compatible with the DDR interface.
SoftMC is also the �rst DRAM characterization tool that is
freely available to public [118].

6.2. Research Directions Enabled by SoftMC
We believe SoftMC can enable many new studies of the

behavior of DRAM and other memories. We brie�y describe
several examples in this section.
Enabling New Studies of DRAM Scaling and Failures.

The SoftMC DRAM testing infrastructure can test any DRAM
mechanism consisting of low-level DDR commands. There-
fore, it enables a wide range of characterization and analysis
studies of real DRAM modules that would otherwise not have
been possible without such an infrastructure. We discuss
three such example research directions.

First, as DRAM scales down to smaller technology nodes,
it faces key challenges in both reliability and latency [26, 29,
55, 61, 62, 63, 66, 87, 88, 93, 99, 102, 103]. Unfortunately, there is
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no comprehensive experimental study that characterizes and
analyzes the trends in DRAM cell operations and behavior
with technology scaling across various DRAM generations.
The SoftMC infrastructure can help us answer various ques-
tions to this end: How are the cell characteristics, reliability,
and latency changing with di�erent generations of techno-
logy nodes? Do all DRAM operations and cells get a�ected
by scaling at the same rate? Which DRAM operations are
getting worse?

Second, aging-related failures in DRAM can potentially af-
fect the reliability and availability of systems in the �eld [95,
102, 106, 126]. However, the causes, characteristics, and im-
pact of aging in real DRAM devices have remained largely
unstudied. Using SoftMC, it is possible to devise controlled
experiments to analyze and characterize DRAM aging. The
SoftMC infrastructure can help us answer questions such
as: How prevalent are aging-related failures? What types
of usage accelerate aging? How can we design architectural
techniques that can slow down the aging process?

Third, prior works show that the failure rate of DRAM
modules in large data centers is signi�cant, largely a�ecting
the cost and downtime in data centers [92, 95, 126, 136]. Un-
fortunately, there is no study that analyzes DRAM modules
that have failed in the �eld to determine the common causes
of failure. Our SoftMC infrastructure can test faulty DRAM
modules and help answer various research questions: What
are the dominant types of DRAM failures at runtime? Are
failures correlated to any location or speci�c structure in
DRAM? Do all chips from the same generation exhibit the
same failure characteristics? Do failures repeat?
Characterization of Non-Volatile Memory. The

SoftMC infrastructure can test any chip compatible with the
DDR interface. Such a design makes the scope of the chips
that can be tested by SoftMC go well beyond just DRAM.
With the emergence of byte-addressable non-volatile me-
mories (e.g., phase-change memory [75, 76, 77, 94, 116, 119,
122, 146, 153], STT-MRAM [57, 74, 94, 107], RRAM/memris-
tors [4, 30, 139, 147]), several vendors are working towards
manufacturing DDR-compatible non-volatile memory chips
at a large scale [36, 96]. When these chips become commerci-
ally available, it will be critical to characterize and analyze
them in order to understand, exploit, and/or correct their
behavior. We believe that SoftMC can be seamlessly used to
characterize these chips, and can help enable future mecha-
nisms for NVM.

SoftMC will hopefully enable other works that build on
it in various ways. For example, future work can extend
the infrastructure to enable researchers to analyze memory
scheduling (e.g., [34, 40, 51, 70, 71, 78, 79, 97, 98, 100, 101, 104,
105, 124, 140, 154]) and memory power management [31, 32]
mechanisms, and allow them to develop new mechanisms
using a programmable memory controller and real workloads.
SoftMC can also be used as a substrate for developing in-
memory computation platforms and evaluating mechanisms

for in-memory computation (e.g., [2, 3, 8, 9, 33, 35, 37, 48, 49, 56,
64, 73, 111, 113, 130, 131, 132, 133, 138]).

We conclude that characterization with SoftMC enables a
wide range of research directions in DDR-compatible memory
chips (DRAM or NVM), leading to better understanding of
these technologies and helping to develop mechanisms that
improve the reliability and performance of future memory
systems.

7. Conclusion
This work introduces the �rst publicly-available FPGA-

based DRAM testing infrastructure, SoftMC (Soft Memory
Controller), which provides a programmable memory control-
ler with a �exible and easy-to-use software interface. SoftMC
enables the �exibility to test any standard DRAM operation
and any (existing or new) mechanism comprising of such
operations. It provides an intuitive high-level software inter-
face for the user to invoke low-level DRAM operations, in
order to minimize programming e�ort and time. We provide
a prototype implementation of SoftMC, and we have released
it publicly as a freely-available open-source tool [125].

We demonstrate the capability, �exibility, and program-
ming ease of SoftMC by implementing two example use cases.
Our experimental analyses demonstrate the e�ectiveness of
SoftMC as a new tool to (i) perform detailed characterization
of various DRAM parameters (e.g., refresh interval and access
latency) as well as the relationships between them, and (ii)
test the expected e�ects of existing or new mechanisms (e.g.,
whether or not highly-charged cells can be accessed faster
in existing DRAM chips). We believe and hope that SoftMC,
with its �exibility and ease of use, can enable many other stu-
dies, ideas and methodologies in the design of future memory
systems, by making memory control and characterization
easily accessible to a wide range of software and hardware
developers.
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This paper summarizes the idea of RowClone, which was
published in MICRO 2013 [151], and examines the work’s signi-
�cance and future potential. In existing systems, to perform any
bulk data movement operation (copy or initialization), the data
has to �rst be read into the on-chip processor, all the way into the
L1 cache, and the result of the operation must be written back to
main memory. This is despite the fact that these operations do
not involve any actual computation. RowClone exploits the or-
ganization and operation of commodity DRAM to perform these
operations completely inside DRAM using twomechanisms. The
�rst mechanism, Fast Parallel Mode, copies data between two
rows inside the same DRAM subarray by issuing back-to-back
activate commands to the source and the destination row. The
second mechanism, Pipelined Serial Mode, transfers cache lines
between two banks using the shared internal bus. RowClone
signi�cantly reduces the raw latency and energy consumption
of bulk data copy and initialization. This reduction directly
translates to improvement in performance and energy e�ciency
of systems running copy or initialization-intensive workloads.

Our proposed technique has inspired signi�cant research on
various ways to perform operations in memory and reduce data
movement between the CPU and DRAM [2, 25, 69, 76, 102, 103,
153, 154, 157, 162].

1. Problem: Bulk Data Movement
The main memory subsystem is an increasingly more

signi�cant limiter of system performance and energy e�-
ciency [123, 124] for at least two reasons. First, the available
memory bandwidth between the processor and main memory
is not growing and nor is it expected to grow commensurately
with the compute bandwidth available in modern multi-core
processors [61,64]. Second, a signi�cant fraction (20% to 42%)
of the energy required to access data from memory is consu-
med in driving the high-speed bus connecting the processor
and memory [149] (calculated using [112]). Therefore, judi-
cious use of the available memory bandwidth is critical to
ensure both high system performance and energy e�ciency.

In this work, we focus our attention on optimizing two
important classes of bandwidth-intensive memory operati-
ons that frequently occur in modern systems: 1) bulk data
copy—copying a large quantity of data from one location in
physical memory to another, and 2) bulk data initialization—
initializing a large quantity of data to a speci�c value. We

refer to these two operations as bulk data movement opera-
tions. Prior research [68, 131, 147] has shown that operating
systems and data center workloads spend a signi�cant por-
tion of their time performing bulk data movement operations.
Therefore, accelerating these operations will likely improve
system performance. In fact, the x86 ISA has recently in-
troduced instructions to provide enhanced performance for
bulk copy and initialization (ERMSB [60]), highlighting the
importance of bulk operations.

The main reason bulk data movement operations degrade
system performance and energy e�ciency is that they require
large amounts of data to be transferred back and forth on
the memory bus. This large data transfer has three shortco-
mings. First, because the data is transferred one cache line
at a time across the bus, these operations incur high latency,
directly degrading the performance of the application perfor-
ming the operation. Second, transferring a large amount of
data on the bus interferes with the memory accesses of other
concurrently-running applications, degrading their perfor-
mance as well. Finally, the large data transfer contributes to
a signi�cant fraction of the energy consumed by these bulk
movement operations.

While bulk data movement operations also degrade per-
formance by hogging the CPU and potentially polluting the
on-chip caches, prior works [66,192] have proposed simple so-
lutions to address these problems by adding support for such
operations in the memory controller. However, the techni-
ques proposed by these works do not eliminate the need to
transfer data over the memory bus, which is a increasingly
more critical bottleneck for performance in modern systems.

2. RowClone: Fast In-DRAM Copy
The fact that both bulk data copy and initialization do not

require any computation on the part of the processor enables
the opportunity to perform these operations completely inside
DRAM. Our MICRO 2013 paper [151] presents a new mecha-
nism, RowClone, which exploits the internal organization and
operation of DRAM to perform bulk data copy/initialization
quickly and e�ciently inside DRAM.

Figure 1 illustrates the organization of a DRAM chip. The
chip contains multiple banks, each of which is divided into
subarrays, and each subarray in turn consists of multiple
rows of DRAM cells. Each subarray contains a row bu�er,
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which is used to extract the data from the DRAM cells. Data
transfer between the DRAM cells and the row bu�er happen
at a row granularity, i.e., even to read a single byte from a
row, the chip copies the entire row of data from the DRAM
cells to the corresponding row bu�er.1

Bank

Chip I/O

Shared Internal Bus

DRAM Chip

Memory Channel

Subarray

Bank I/O

Bank

Row-buUer

Row of DRAM cells

Subarray

Figure 1: DRAM chip microarchitecture. Reproduced
from [151].

2.1. RowClone Mechanisms
RowClone consists of two mechanisms: (1) Fast Parallel

Mode (FPM), which is used to copy data from one row to anot-
her row in the same subarray; and (2) Pipelined Serial Mode
(PSM), which is used to copy data from one row to another
row in a di�erent subarray or bank. We brie�y discuss how
each mechanism performs bulk data copy and bulk data initi-
alization. Section 3 of our MICRO 2013 paper [151] provides
a detailed implementation and discussion of FPM and PSM.
Fast Parallel Mode (FPM). FPM uses the high internal

bandwidth o�ered by DRAM to quickly and e�ciently copy
data between two rows within the same subarray in two
simple steps. First, FPM copies the data from the source
row to the local row bu�er of the subarray. Second, FPM
copies the data from the row bu�er to the destination row.
To perform the copy, FPM simply issues two back-to-back
ACTIVATE commands to the bank, �rst with the source row
address and the second with the destination row address.
Implementing this in existing DRAM chips requires almost
negligible changes. These small changes are to the peripheral
logic that controls back-to-back ACTIVATEs.

FPM imposes two constraints on the copy operation. First,
it requires the source and the destination row to be within
the same subarray. Second, it copies the entire row’s worth
of data. It cannot partially copy data from one row to another.
Despite these constraints, FPM can be used to accelerate many
operations in modern systems (Section 3).
Pipelined Serial Mode (PSM). PSM accelerates copy ope-

rations between rows in di�erent banks/subarrays, As shown
in Figure 1, each DRAM chip uses a shared internal bus to

1We refer the reader to our prior works [25, 26, 27, 28, 53, 54, 77, 78, 79, 80,
81, 82, 96, 97, 98, 99, 100, 108, 109, 132, 151, 154] for a detailed background on
DRAM.

transfer data between the bank and the memory channel (for
both reads and writes). PSM exploits this fact to overlap the
latency of the read and write operations involved in a copy. To
implement PSM, we propose a new DRAM command called
TRANSFER. TRANSFER is equivalent to appropriately overlapping
READ to the source bank and WRITE to the destination bank.
However, unlike READ or WRITE, TRANSFER does not transfer the
data on to the memory channel, saving signi�cant amounts
of energy.
Bulk Data Initialization. For bulk initialization, Row-

Clone initializes one row of the destination with the required
data and then initializes the remaining rows by copying the
data from the pre-initialized row using the appropriate bulk
copy mechanism described above. For bulk zeroing (which
happens frequently), our mechanism reserves a single row in
each subarray, which is pre-initialized to zero. This enables
the memory controller to use FPM to zero out any row in
the system. We refer the reader to Section 3.4 of our MICRO
2013 paper [151] for more details on performing bulk data
initialization with RowClone.

2.2. Latency and Energy Bene�ts
Table 1 shows the reduction in latency and energy con-

sumption due to our mechanisms for di�erent cases of 4KB
copy and zeroing operations. To be fair to the baseline, the re-
sults include only the energy consumed by the DRAM and the
DRAM channel. We draw two conclusions from our results.

Table 1: DRAM latency and memory energy reductions due
to RowClone. Adapted from [151].

Mechanism
Latency Memory Energy

(ns) (↓) (µJ) (↓)

C
op

y

Baseline 1046 1.0x 3.6 1.0x
FPM 90 11.6x 0.04 74.4x

Inter-Bank - PSM 540 1.9x 1.1 3.2x
Intra-Bank - PSM 1050 1.0x 2.5 1.5x

Ze
ro Baseline 546 1.0x 2.0 1.0x

FPM 90 6.0x 0.05 41.5x

First, FPM signi�cantly improves both the latency and the
energy consumed by bulk data operations — 11.6x and 6x
reduction in latency of 4KB copy and zeroing, and 74.4x and
41.5x reduction in memory energy of 4KB copy and zeroing.
Second, although PSM does not provide as much bene�t as
FPM, it still reduces the latency and energy of a 4KB inter-
bank copy by 1.9x and 3.2x, while providing a more generally
applicable mechanism. As we show in Section 4, these latency
and energy bene�ts translate to signi�cant improvements in
both overall system performance and energy e�ciency.

2.3. End-to-End System Design
To fully extract the potential bene�ts of RowClone, chan-

ges are required to the ISA, processor microarchitecture, and
the system software. First, we introduce two new instructions
to the ISA, namely, memcopy and meminit, which enable the

2
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software to indicate occurrences of bulk data operations to the
processor. Second, for each instance of the memcopy/meminit
instruction, the processor microarchitecture determines if
the operation can be partially/fully accelerated by RowClone
and issues appropriate commands to the memory control-
ler. While existing mechanisms to handle Direct Memory
Access requests can be used to ensure cache coherence with
RowClone, we also propose two simple mechanisms, called
in-cache copy and clean zero cache line insertion, to further
reduce memory bandwidth requirements and improve perfor-
mance. We call this optimized version of RowClone, which
includes in-cache copy and clean zero cache line insertion,
RowClone-ZI. Third, to maximize the use of FPM, we make the
system software aware of subarrays and the minimum gra-
nularity of copy (required by FPM). Section 4 of our MICRO
2013 paper [151] describes these changes in detail.

3. Applications
RowClone can be used to accelerate any bulk copy and

initialization operation to improve both system performance
and energy e�ciency. We quantitatively evaluate the e�-
cacy of RowClone by using it to accelerate two primitives
widely used by modern system software: 1) Copy-on-Write
and 2) Bulk Zeroing. We �rst describe these primitives, and
then discuss several applications that frequently trigger the
primitives.

3.1. Primitives Accelerated by RowClone
Copy-on-Write (CoW) is a technique used by most modern

operating systems (OS) to postpone an expensive copy ope-
ration until it is actually needed. When data of one virtual
page needs to be copied to another, instead of creating a copy,
the OS points both virtual pages to the same physical page
(source) and marks the page as read-only. In the future, when
one of the sharers attempts to write to the page, the OS al-
locates a new physical page (destination) for the writer and
copies the contents of the source page to the newly allocated
page. Fortunately, prior to allocating the destination page, the
OS already knows the location of the source physical page.
Therefore, it can ensure that the destination is allocated in the
same subarray as the source, thereby enabling the processor
to use FPM to perform the copy.
Bulk Zeroing (BuZ) is an operation where a large block of

memory is zeroed out. Our mechanism maintains a reserved
row that is fully initialized to zero in each subarray. For each
row in the destination region to be zeroed out, the processor
uses FPM to copy the data from the reserved zero-row of the
corresponding subarray to the destination row.

3.2. Applications That Use CoW/BuZ
We now describe seven example applications or use-cases

that extensively use the CoW or BuZ operations. Note that
these are just a small number of example scenarios that incur
a large number of copy and initialization operations. Some

other applications and scenarios are provided in one of our
more recent works [155]. Recent work from Google [68]
shows that a considerable fraction of execution time is spent
on memset and memcpy system calls in Google’s data center
workloads.

Process Forking. fork is a frequently-used system call in
modern operating systems (OS). When a process (parent) calls
fork, it creates a new process (child) with the exact same me-
mory image and execution state as the parent. This semantics
of fork makes it useful for di�erent scenarios. Common uses
of the fork system call are to 1) create new processes, and
2) create stateful threads from a single parent thread in multi-
threaded programs. One main limitation of fork is that it
results in a CoW operation whenever the child/parent upda-
tes a shared page. Hence, despite its wide usage, as a result
of the large number of copy operations triggered by fork, it
remains one of the most expensive system calls in terms of
memory performance [150].
Initializing Large Data Structures. Initializing large data

structures often triggers Bulk Zeroing. In fact, many managed
languages (e.g., C#, Java, PHP) require zero initialization of
variables to ensure memory safety [185]. In such cases, to
reduce the overhead of zeroing, memory is zeroed-out in
bulk.
Secure Deallocation. Most operating systems (e.g., Li-

nux [18], Windows [148], Mac OS X [166]) zero out pages
newly allocated to a process. This is done to prevent malici-
ous processes from gaining access to the data that previously
belonged to other processes or the kernel itself. Not doing so
can potentially lead to security vulnerabilities, as shown by
prior works [31, 41, 51, 52].
Process Checkpointing. Checkpointing is an operation du-

ring which a consistent version of a process state is backed-up,
so that the process can be restored from that state in the future.
This checkpoint-restore primitive is useful in many cases in-
cluding high-performance computing servers [15], software
debugging with reduced overhead [168], hardware-level fault
and bug tolerance mechanisms [33, 34, 105, 106, 107], and spe-
culative OS optimizations to improve performance [24, 182].
However, to ensure that the checkpoint is consistent (i.e., the
original process does not update data while the checkpoin-
ting is in progress), the pages of the process are marked with
copy-on-write. As a result, checkpointing often results in a
large number of CoW operations.
Virtual Machine Cloning/Deduplication. Virtual machine

(VM) cloning [88] is a technique to signi�cantly reduce the
startup cost of VMs in a cloud computing server. Similarly,
deduplication is a technique employed by modern hypervis-
ors [180] to reduce the overall memory capacity requirements
of VMs. With this technique, di�erent VMs share physical pa-
ges that contain the same data. Similar to forking, both these
operations likely result in a large number of CoW operations
for pages shared across VMs [155].
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Page Migration. Bank con�icts, i.e., concurrent requests
to di�erent rows within the same bank, typically result in
reduced row bu�er hit rate and hence degrade both system
performance and energy e�ciency [80]. Prior work [175]
proposed techniques to mitigate bank con�icts using page
migration. The PSM mode of RowClone can be used in con-
junction with such techniques to 1) signi�cantly reduce the
migration latency and 2) make the migrations more energy-
e�cient.
CPU-GPU Communication. In many current and future

processors, the GPU is or is expected to be integrated on
the same chip with the CPU. Even in such systems where
the CPU and GPU share the same o�-chip memory, the o�-
chip memory is partitioned between the two devices. As a
consequence, whenever a CPU program wants to o�oad some
computation to the GPU, it has to copy all the necessary data
from the CPU address space to the GPU address space [62].
When the GPU computation is �nished, all the data needs
to be copied back to the CPU address space. This copying
involves a signi�cant overhead. By spreading out the GPU
address space over all subarrays and mapping the application
data appropriately, RowClone can signi�cantly speed up these
copy operations. Note that communication between di�erent
processors and accelerators in a heterogeneous system-on-
chip (SoC) is done similarly to the CPU-GPU communication
and can also be accelerated by RowClone.

4. Results
In this section, we brie�y summarize our evaluation of Row-

Clone. We evaluate three con�gurations: Baseline, an unmo-
di�ed main memory subsystem that cannot perform bulk data
copy or initialization within memory; RowClone, which uses
the FPM and PSM mechanisms described in Section 2.1; and
RowClone-ZI, an optimized version of RowClone that inclu-
des the two optimizations discussed in Section 2.3. Section 6
of our MICRO 2013 paper [151] discusses our full evalua-
tion methodology, including details on the simulator, system
con�guration, and benchmarks used for our evaluations.

4.1. Single-Core Evaluations
Figure 2 shows the performance improvement and re-

duction in DRAM energy consumption due to RowClone-
ZI compared to the baseline for six copy- and initialization-
intensive benchmarks. As we observe from the �gure, these
applications improve signi�cantly with RowClone-ZI. Com-
pared with Baseline, RowClone-ZI improves the IPC by up
to 43%, while reducing DRAM energy consumption by up to
67%.

Section 7 of our MICRO 2013 paper [151] provides more
detailed single-core results, including (1) the individual per-
formance of the FPM and PSM mechanisms using a fork
benchmark (Section 7.2 of [151]); (2) a breakdown of memory
tra�c for each application into read, write, copy, and initiali-
zation operations (Section 7.3 of [151]); (3) the performance,
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Figure 2: Performance improvement and energy reduction
of RowClone-ZI compared to a baseline memory subsystem
without bulk copy support.

energy, and bandwidth improvements of both RowClone and
RowClone-ZI (Section 7.3 of [151]); and (4) a comparison
of RowClone to a memory-controller-based DMA approach
for data copy and initialization, similar to [192] (Section 7.5
of [151]).

4.2. Multi-Core Evaluations
As RowClone performs bulk data operations completely

within DRAM, it signi�cantly reduces the memory bandwidth
consumed by these operations. As a result, RowClone can
bene�t other applications that are running concurrently on
the same system, even if these applications do not perform
bulk data operations themselves. We evaluate this bene�t
of RowClone by running our copy/initialization-intensive
applications alongside memory-intensive applications from
the SPEC CPU2006 benchmark suite [169] (i.e., those appli-
cations with last-level cache misses per kilo-instruction, or
MPKI, greater than 1). Table 2 lists the set of applications
used for our multi-programmed workloads.

Table 2: List of benchmarks used for multi-core evaluation.
Reproduced from [151].

Copy/Initialization-intensive benchmarks
bootup, compile, forkbench, mcached, mysql, shell

Memory-intensive benchmarks from SPEC CPU2006
bzip2, gcc, mcf, milc, zeusmp, gromacs, cactusADM, leslie3d, namd,
gobmk, dealII, soplex, hmmer, sjeng, GemsFDTD, libquantum,
h264ref, lbm, omnetpp, astar, wrf, sphinx3, xalancbmk

We generate multi-programmed workloads for two-core,
four-core and eight-core systems. In each workload, half of
the cores run copy/initialization-intensive benchmarks, while
the remaining cores run memory-intensive SPEC benchmarks.
Benchmarks from each category are chosen at random.

Figure 3 plots the performance improvement due to Row-
Clone and RowClone-ZI for the 50 four-core workloads that
we evaluate (sorted based on the performance improvement
due to RowClone-ZI). Two conclusions are in order. First, alt-
hough RowClone degrades performance of certain four-core
workloads (with compile, mcached or mysql benchmarks), it
signi�cantly improves performance for all other workloads
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(by 10% across all workloads). Second, RowClone-ZI elimi-
nates the performance degradation due to RowClone and
consistently outperforms both the baseline and RowClone
for all workloads (20% on average).
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Figure 3: System performance improvement of RowClone
for four-core workloads. Reproduced from [151].

To provide more insight into the bene�ts of RowClone
on multi-core systems, we classify our copy/initialization-
intensive benchmarks into two categories: 1) Moderately
copy/initialization-intensive (compile, mcached, and mysql)
and highly copy/initialization-intensive (bootup, forkbench,
and shell). Figure 4 shows the average improvement in weig-
hted speedup for the di�erent multi-core workloads, cate-
gorized based on the number of highly copy/initialization-
intensive benchmarks. As the trends indicate, RowClone’s
performance improvement increases with increasing number
of such benchmarks for all three multi-core systems, indi-
cating the e�ectiveness of RowClone in accelerating bulk
copy/initialization operations.
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Figure 4: E�ect of increasing copy/initialization intensity.
Reproduced from [151].

We conclude that RowClone is an e�ective mechanism to
improve system performance, energy e�ciency and band-
width e�ciency of future, bandwidth-constrained multi-core
systems.

5. Related Work
To our knowledge, this is the �rst paper to propose a con-

crete mechanism to perform bulk data copy and initialization
operations completely in DRAM. In this section, we discuss re-
lated work and qualitatively compare them to RowClone. Ot-
her treatments of related works can be found in [156,158,159].

Patents on Data Copy in DRAM. Several patents [3, 48,
113, 114] propose the abstract notion that the row bu�er in
DRAM can be used to copy data from one row to another.
These patents have four major drawbacks. First, they do not
provide any concrete mechanism to perform the copy opera-
tion. Second, while using the row bu�er to copy data between
two rows is possible only when the two rows are within the
same subarray, these patents make no such distinction. Third,
these patents do not discuss the support required from the ot-
her layers of the system to realize a working system. Fourth,
these patents do not provide any concrete evaluation to show
the bene�ts of performing copy operations in DRAM. In con-
trast, RowClone is more generally applicable, and our MICRO
2013 paper [151] discusses the concrete changes required to
all layers of the system stack, from the DRAM architecture
to the system software, to enable bulk data copy.
O�loading Copy/Initialization Operations. Prior

works [66, 192] propose mechanisms to 1) o�oad bulk data
copy/initialization operations to a separate engine; 2) reduce
the impact of pipeline stalls (by waking up instructions de-
pendent on a copy operation as soon as the necessary blocks
are copied without waiting for the entire copy operation to
complete); and 3) reduce cache pollution by using hints from
software to decide whether to cache blocks involved in the
copy or initialization. While Section 7.5 of our MICRO 2013
paper [151] shows the e�ectiveness of RowClone compared
to o�oading bulk data operations to a separate engine, techni-
ques to reduce pipeline stalls and cache pollution [66] can
be naturally combined with RowClone to further improve
performance.

Low-cost Interlinked Sub-Arrays (LISA) [25] proposes to
connect adjacent subarrays inside a DRAM bank using a set
of isolation transistors. Using this structure, LISA propo-
ses mechanisms to e�ciently copy data across rows in di�e-
rent subarrays within the same bank. LISA and RowClone
can be combined to perform all bulk copy and initialization
operations e�ciently inside DRAM. However, unlike LISA,
RowClone does not require any changes to the DRAM array.

The Compute Cache [2] performs copy, zero, and bitwise
operations completely inside the on-chip SRAM cache. Like
RowClone, the Compute Cache exploits the fact that many
cells are connected to the same bitline to e�ciently perform
these operations across cells connected to the same bitline.
Again, depending on the location of the data, RowClone and
Compute Cache can be combined to further improve system
performance and e�ciency.
Bulk Memory Initialization. Jarrod et al. [63] propose

a mechanism for avoiding the memory access required to
fetch uninitialized blocks on a store miss. They use a specia-
lized cache to keep track of uninitialized regions of memory.
RowClone can potentially be combined with this mechanism.
While Jarrod et al.’s approach can be used to reduce band-
width consumption for irregular initialization (initializing
di�erent pages with di�erent values), RowClone can be used
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to push regular initialization (e.g., initializing multiple pages
with the same values) to DRAM, thereby freeing up the CPU
to perform other useful operations.

Yang et al. [185] propose to reduce the cost of zero initiali-
zation by 1) using non-temporal store instructions to avoid
cache pollution, and 2) using idle cores/threads to perform
zeroing ahead of time. While the proposed optimizations
reduce the negative performance impact of zeroing, their me-
chanism does not reduce memory bandwidth consumption
of the bulk zeroing operations. In contrast, RowClone signi�-
cantly reduces the memory bandwidth consumption and the
associated energy overhead.
Processing-in-Memory. Recent works propose mecha-

nisms that exploit the internal organization and operation
of DRAM [102, 153, 154], SRAM [2, 69], phase-change me-
mory (PCM) [103], or memristors [162] to perform bulk bit-
wise Boolean algebra and/or simple arithmetic operations.
One such mechanism, called Ambit [153, 154], uses a number
of row copy and initialization operations to perform Bool-
ean algebra using DRAM. Ambit makes use of RowClone
to e�ciently perform these row copy and initialization ope-
rations. Another mechanism, the Compute Cache [2], can
perform copy and initialization operations within SRAM. Ot-
her mechanisms for in-memory Boolean algebra or arithme-
tic [69, 102, 103, 162] can be trivially used to perform data
copy and initialization operations (e.g., a data copy can be
performed by performing a bulk addition, where the row to
be copied is added to a row of all zeroes).

Various prior works (e.g., [6,7,16,17,49,55,56,76,83,110,133,
135,188]) have investigated mechanisms to add logic circuitry
closer to memory to perform bandwidth-intensive computati-
ons (e.g., SIMD vector operations) more e�ciently. The main
limitation of such approaches is that adding logic to or near
DRAM signi�cantly increases the cost of main memory. In
contrast, RowClone exploits the existing internal organiza-
tion and operation of DRAM to perform bandwidth-intensive
copy and initialization operations quickly and e�ciently with
low cost.
OtherMethods for LoweringMemory Latency. There

are many works that improve the performance of applications
by reducing the overall memory access latency. These works
enable more parallelism and bandwidth [4,5,27,80,97,100,153,
154,181,189,193], exploit latency variation within DRAM [23,
26, 28, 96, 98, 99], reduce refresh counts [71, 72, 74, 75, 108, 109,
141, 178], enable better communication between the CPU
and other devices through DRAM [100], leverage DRAM
access patterns to reduce access latency [54, 165], reduce
write-related latencies by better designing DRAM and DRAM
control policies [30, 92, 152], reduce overall queuing latencies
in DRAM by better scheduling memory requests [13, 14, 37,
45, 47, 57, 61, 67, 70, 78, 79, 93, 94, 95, 104, 115, 116, 117, 118,
125, 126, 130, 135, 146, 164, 171, 172, 173, 174, 177, 191], employ
prefetching [12, 22, 35, 36, 40, 43, 44, 46, 93, 119, 120, 121, 122,
127, 129, 134, 167], perform memory/cache compression [1,

10, 11, 38, 39, 42, 136, 137, 138, 139, 140, 163, 179, 183, 190], or
perform better caching [73, 142, 144, 160, 161]. RowClone is
orthogonal to all of these approaches, and can be combined
with any of them with them to achieve higher latency and
energy bene�ts.

6. Signi�cance
Our MICRO 2013 paper [151] proposes RowClone, a simple

mechanism to export bulk copy and initialization operations
to DRAM. In this section, we describe the novelty of our
approach, the long term impact of our proposed techniques,
and new research directions triggered by our work.

6.1. Novelty
Prior works investigate mechanisms to add logic closer to

memory to perform bandwidth-intensive operations more
e�ciently. Although this approach has the potential to be
used for a wide range of applications, it has two shortco-
mings. First, adding logic to DRAM increases the cost of
DRAM signi�cantly. Second, this approach does not reduce
the bandwidth requirement of simple bulk copy/initialization
operations.

In contrast, our work is the �rst (to our knowledge) to
propose mechanisms that exploit the internal organization
and operation of DRAM to perform bandwidth-intensive copy
and initialization operations quickly and e�ciently in DRAM.
The changes required by our mechanism in the DRAM chip
are limited to the peripheral logic and are very modest, with
a DRAM die area overhead of only 0.2%. With this small
overhead, our mechanisms signi�cantly reduce the latency,
bandwidth, and energy consumed by bulk data operations.

6.2. Long-Term Impact
We believe four trends in current and future systems make

our proposed solutions even more relevant. We discuss each
trend, and how RowClone can be applied in the context of
the trend.
Increasingly Limited Memory Bandwidth. Processor

manufactures are integrating more and more cores on a single
chip, thereby signi�cantly increasing the compute capability
of the processing chip. However, due to (1) the high cost asso-
ciated with increasing pin counts and (2) limitations in DRAM
scalability, the available memory bandwidth is not expected
to grow at the same rate [61, 64]. This makes mechanisms
like RowClone, which signi�cantly reduce the overall me-
mory bandwidth utilization of the system, likely even more
important in future systems.
Increasing Use of Hardware Accelerators. Many mo-

dern processors already integrate the GPU on the same die as
the CPU. With emerging systems moving towards a system-
on-chip (SoC) model, many components/accelerators (called
agents) are integrated on the same die as the CPU, and share
the o�-chip memory [176, 177]. To reduce the complexity of
managing these agents, each agent is given its own share of
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the physical address space, and agents typically communicate
with each other by copying data in bulk across the individual
device address spaces. By enabling faster bulk data copies,
we expect RowClone to signi�cantly reduce the communica-
tion latency between di�erent agents without increasing the
complexity of the system.
Increasing Use of Virtualization. Modern systems (es-

pecially data centers and cloud computers) are increasingly
employing virtualization to improve the utilization, security,
and availability of systems and services. As described in
our MICRO 2013 paper [151], the use of techniques such as
VM cloning and deduplication [88, 180] to reduce the me-
mory capacity requirements will likely increase the num-
ber of copy operations and zeroing operations (to protect
data across VMs). RowClone can improve the performance
and energy e�ciency of such systems by performing these
copy/initialization operations e�ciently.
Ease of Adoption. Given the low implementation com-

plexity of RowClone, it can be easily adopted in existing
systems. RowClone is not limited only to DDR DRAMs. It
can be used with 3D-stacked DRAM technologies [97, 111]
such as the Hybrid Memory Cube [58, 59] and High Band-
width Memory [65], which are gaining increasing interest
among researchers, DRAM manufacturers, and system desig-
ners [6, 7, 82].

6.3. New Research Directions
Our proposed approach to performing bulk data copy and

initialization in DRAM inspires several important research
directions (and hopefully many more that others will imagine).
We describe a few of them below.

One important research question that our work raises is
how can one redesign system software (e.g., operating system,
hypervisors) and application software to take better advantage
of RowClone? Existing systems assume that copies are expen-
sive and hence trade o� complexity for performance. Howe-
ver, with RowClone, it may be possible to design simpler yet
high performance systems by rethinking software design in
the presence of very fast bulk copy and initialization.

Our MICRO 2013 paper [151] proposes low-cost mecha-
nisms to export bulk copy and initialization to DRAM. These
are by no means the only bandwidth-intensive operations.
There are other operations that unnecessarily move data be-
tween the main memory and the processor, which can be
optimized using low-cost mechanisms. Therefore, another
natural research question is what other bandwidth-intensive
operations can be exported to main memory using low-cost
mechanisms? We believe RowClone can inspire similar me-
chanisms for other such operations. For example, one of our
recent works [157] proposes an e�cient method to perform
gather/scatter operations in DRAM. Another of our recent
works proposes mechanisms to perform bulk bitwise operati-
ons in DRAM [153, 154], building upon and taking advantage
of RowClone.

Recently, there has been increased interest in emerging
non-volatile memory technologies (e.g., PCM [89, 90, 91,
143, 145, 184, 186, 187], STT-MRAM [29, 50, 84, 128], mem-
ristors [32, 170]). Given this trend, exploring the feasibility
of extending RowClone to these new memory technologies is
a relevant and important research direction. For example,
two recent works [103, 162] use the principles discussed in
RowClone to perform bulk Boolean algebra and arithmetic
operations within emerging memories. Similarly, exploring
the idea of RowClone in other storage/memory technologies,
e.g., NAND �ash memory [19, 20, 21], is promising.

Given that memory bandwidth is expected to become an
even more scarce resource in future systems, answers to
these research questions have the potential to greatly mitigate
bandwidth contention, and, thus, signi�cantly improve both
the performance and energy e�ciency of these systems.

6.4. Works Building on RowClone
RowClone has inspired a number of followup works that

propose 1) new mechanisms to perform bulk operations inside
various memory technologies (e.g., DRAM [25,102], SRAM [2,
69], PCM [103], memristors [162]), and 2) mechanisms that
exploit RowClone to speedup other operations (e.g., in-DRAM
bulk bitwise operations [76, 153, 154]). A survey of related
works is provided in [159].

One of our recent works, Ambit [153, 154], proposes a me-
chanism to perform bulk bitwise operations completely inside
DRAM. Ambit operations involve a number of row copy and
initialization operations. Ambit uses RowClone to perform
these operations quickly and e�ciently inside DRAM. In fact,
RowClone is essential for Ambit to obtain the performance
and energy e�ciency improvements. Other recent works that
perform bulk bitwise Boolean algebra and/or simple arithme-
tic operations [2, 8, 9, 69, 85, 86, 87, 101, 102, 103, 162] exploit
the organization and operation of memory arrays, akin to
RowClone, and can be used to perform bulk data copy and
initialization operations.

Data movement is expected to become an even more cri-
tical problem in future systems. We believe RowClone can
inspire other works that propose mechanisms to reduce data
movement, thereby enabling higher system performance and
energy e�ciency.

7. Conclusion
Our MICRO 2013 paper [151] proposes RowClone, a me-

chanism that performs bulk data copy and initialization ope-
rations completely inside DRAM. RowClone consists of two
mechanisms, Fast Parallel Mode and Pipelined Serial Mode,
that are used to copy data using existing peripheral structu-
res within DRAM, requiring no changes to the DRAM cell
array. By enabling e�cient bulk data copy and initializa-
tion, RowClone provides signi�cant performance and DRAM
energy improvements that are between one to two orders of
magnitude higher compared to existing systems.
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RowClone is one of the �rst steps towards reducing un-
necessary data movement between the processor and the
main memory using a low-cost in-memory approach. Cur-
rent trends in system design indicate that our approach will
be more relevant to future, bandwidth-limited systems. We
hope that our work triggers research that leads to 1) simpler
and more e�cient software design and 2) extensions of our
approach to other operations and memory technologies, with
the goal of continuing to greatly improve system performance
and energy e�ciency.
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This paper summarizes the idea of Low-Cost Interlinked Sub-
arrays (LISA), which was published in HPCA 2016 [10], and
examines the work’s signi�cance and future potential. Our
HPCA 2016 paper introduces a new DRAM design that enables
fast and energy-e�cient bulk data movement across subarrays
in a DRAM chip. While bulk data movement is a key operation
in many applications and operating systems, we observe that
contemporary systems perform this movement ine�ciently, by
transferring data from DRAM to the processor, and then back to
DRAM, across a narrow o�-chip channel. The use of this narrow
channel for bulk data movement results in high latency and
energy consumption. Prior work proposes to avoid these high
costs by exploiting the existing wide internal DRAM bandwidth
for bulk data movement, but the limited connectivity of wires
within DRAM allows fast data movement within only a single
DRAM subarray. Each subarray is only a few megabytes in
size, greatly restricting the range over which fast bulk data
movement can happen within DRAM.

Our HPCA 2016 paper proposes a new DRAM substrate, Low-
Cost Inter-Linked Subarrays (LISA), whose goal is to enable fast
and e�cient data movement across a large range of memory at
low cost. LISA adds low-cost connections between adjacent sub-
arrays. By using these connections to interconnect the existing
internal wires (bitlines) of adjacent subarrays, LISA enables
wide-bandwidth data transfer across multiple subarrays with
little (only 0.8%) DRAM area overhead. As a DRAM substrate,
LISA is versatile, enabling a variety of new applications. We
describe and evaluate three such applications in detail: (1) fast
inter-subarray bulk data copy, (2) in-DRAM caching using a
DRAM architecture whose rows have heterogeneous access laten-
cies, and (3) accelerated bitline precharging by linking multiple
precharge units together. Our extensive evaluations show that
each of LISA’s three applications signi�cantly improves per-
formance and memory energy e�ciency, and their combined
bene�t is higher than the bene�t of each alone, on a variety of
workloads and system con�gurations.

1. Introduction
Bulk data movement, the movement of thousands or mil-

lions of bytes between two memory locations, is a common
operation performed by an increasing number of real-world
applications (e.g., [6, 37, 57, 58, 74, 82, 85, 88, 89, 94, 99, 110]).
Therefore, it has been the target of several architectural opti-

mizations (e.g., [4,6,35,40,58,70,86,88,103,110]). In fact, bulk
data movement is important enough that modern commer-
cial processors are adding specialized support to improve its
performance, such as the ERMSB instruction recently added
to the x86 ISA [28].

In today’s systems, to perform a bulk data movement bet-
ween two locations in memory, the data needs to go through
the processor even though both the source and destination are
within memory. To perform the movement, the data is �rst
read out one cache line at a time from the source location in
memory into the processor caches, over a pin-limited o�-chip
channel (typically 64 bits wide). Then, the data is written back
to memory, again one cache line at a time over the pin-limited
channel, into the destination location. By going through the
processor, this data movement incurs a signi�cant penalty in
terms of latency and energy consumption.

To address the ine�ciencies of traversing the pin-limited
channel, a number of mechanisms have been proposed to
accelerate bulk data movement (e.g., [35, 63, 88, 110]). The
state-of-the-art mechanism, RowClone [88], performs data
movement completely within a DRAM chip, avoiding costly
data transfers over the pin-limited memory channel. Howe-
ver, its e�ectiveness is limited because RowClone can enable
fast data movement only when the source and destination are
within the same DRAM subarray. A DRAM chip is divided
into multiple banks (typically 8), each of which is further
split into many subarrays (16 to 64) [45], shown in Figure 1a,
to ensure reasonable read and write latencies at high den-
sity [8, 32, 33, 45, 101].1 Each subarray is a two-dimensional
array with hundreds of rows of DRAM cells, and contains
only a few megabytes of data (e.g., 4MB in a rank of eight
1Gb DDR3 DRAM chips with 32 subarrays per bank). While
two DRAM rows in the same subarray are connected via a
wide (e.g., 8K bits) bitline interface, rows in di�erent subar-
rays are connected via only a narrow 64-bit data bus within
the DRAM chip (Figure 1a). Therefore, even for previously-
proposed in-DRAM data movement mechanisms such as Row-
Clone [88], inter-subarray bulk data movement incurs long
latency and high memory energy consumption even though
data does not move out of the DRAM chip.

1We refer the reader to our prior works [8, 9, 10, 11, 21, 22, 39, 41, 42, 43,
44, 45, 54, 55, 56, 57, 58, 60, 61, 75, 88, 89] for a detailed background on DRAM.
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Figure 1: Transferring data between subarrays using the in-
ternal data bus takes a long time in state-of-the-art DRAM
design, RowClone [88] (a). Ourwork, LISA, enables fast inter-
subarray datamovementwith a low-cost substrate (b). Repro-
duced from [10].

While it is clear that fast inter-subarray data movement can
have several applications that improve system performance
and memory energy e�ciency [6, 37, 55, 74, 82, 85, 88, 89, 110],
there is currently no mechanism that performs such data
movement quickly and e�ciently. This is because no wide
datapath exists today between subarrays within the same bank
(i.e., the connectivity of subarrays is low in modern DRAM).
Our goal is to design a low-cost DRAM substrate that enables
fast and energy-e�cient data movement across subarrays.

2. Low-Cost Inter-Linked Subarrays (LISA)
We make two key observations that allow us to improve the

connectivity of subarrays within each bank in modern DRAM.
First, accessing data in DRAM causes the transfer of an entire
row of DRAM cells to a bu�er (i.e., the row bu�er, where the
row data temporarily resides while it is read or written) via
the subarray’s bitlines. Each bitline connects a column of cells
to the row bu�er, interconnecting every row within the same
subarray (Figure 1a). Therefore, the bitlines essentially serve
as a very wide bus that transfers a row’s worth of data (e.g.,
8K bits in a chip) at once. Second, subarrays within the same
bank are placed in close proximity to each other. Thus, the
bitlines of a subarray are very close to (but are not currently
connected to) the bitlines of neighboring subarrays (as shown
in Figure 1a).
Key Idea. Based on these two observations, we intro-

duce a new DRAM substrate, called Low-cost Inter-linked
SubArrays (LISA). LISA enables low-latency, high-bandwidth
inter-subarray connectivity by linking neighboring subarrays’
bitlines together with isolation transistors, as illustrated in Fi-
gure 1b. We use the new inter-subarray connection in LISA to
develop a new DRAM operation, row bu�er movement (RBM),
which moves data that is latched in an activated row bu�er in
one subarray into an inactive row bu�er in another subarray,
without having to send data through the narrow internal data
bus in DRAM. RBM exploits the fact that the activated row
bu�er has enough drive strength to induce charge perturba-
tion within the idle (i.e., precharged) bitlines of neighboring
subarrays, allowing the destination row bu�er to sense and
latch this data when the isolation transistors are enabled. We
describe the detailed operation of RBM in our HPCA 2016
paper [10].

By using a rigorous DRAM circuit model that conforms
to the JEDEC standards [32] and ITRS speci�cations [30, 31],
we show that RBM performs row bu�er movement at 26x
the bandwidth of a modern 64-bit DDR4-2400 memory chan-
nel (500 GB/s vs. 19.2 GB/s), even after we conservatively
add a large (60%) timing margin to account for process and
temperature variation.
Die Area Overhead. To evaluate the area overhead of

adding isolation transistors, we use area values from prior
work, which adds isolation transistors to disconnect bitlines
from sense ampli�ers [73]. That work shows that adding an
isolation transistor to every bitline incurs a total of 0.8% die
area overhead in a 28nm DRAM process technology. Similar
to prior work that adds isolation transistors to DRAM [57,
73], our LISA substrate also requires additional control logic
outside the DRAM banks to control the isolation transistors,
which incurs a small amount of area and is non-intrusive to
the cell arrays.

3. Applications of LISA
We exploit LISA’s fast inter-subarray movement capability

to enable many applications that can improve system perfor-
mance and energy e�ciency. In our HPCA 2016 paper [10],
we implement and evaluate three applications of LISA, which
signi�cantly improve system performance in di�erent ways.

3.1. Rapid Inter-Subarray Bulk Data Copying
(LISA-RISC)

Due to the narrow memory channel width, bulk copy ope-
rations used by applications and operating systems are per-
formance limiters in today’s systems [35,37,55,88,110]. These
operations are commonly performed due to the memcpy and
memmov. Recent work reported that these two operations con-
sume 4-5% of all of Google’s data center cycles [37], making
them an important target for lightweight hardware accelera-
tion.

Our goal is to design a new mechanism that enables low-
latency and energy-e�cient memory copy between rows in
di�erent subarrays within the same bank. To this end, we
propose a new in-DRAM copy mechanism that uses LISA to
exploit the high-bandwidth links between subarrays. The
key idea, step by step, is to: (1) activate a source row in a
subarray; (2) rapidly transfer the data in the activated source
row bu�ers to the destination subarray’s row bu�ers, through
LISA’s RBM operation; and (3) activate the destination row,
which enables the contents of the destination row bu�ers to be
latched into the destination row. We call this inter-subarray
row-to-row copy mechanism LISA-Rapid Inter-Subarray Copy
(LISA-RISC).
3.1.1. DRAM Latency and Energy Consumption. Fi-
gure 2 shows the DRAM latency and DRAM energy con-
sumption of memcpy (i.e, the baseline system), RowClone [88]
(state-of-the-art work), and LISA-RISC for copying a row of
data (8KB). The exact latency and energy numbers are listed
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Copy Commands (8KB) Latency (ns) Energy (µJ)

memcpy (via mem. channel) 1366.25 6.2
RC-InterSA / Bank / IntraSA 1363.75 / 701.25 / 83.75 4.33 / 2.08 / 0.06
LISA-RISC (1 / 7 / 15 hops) 148.5 / 196.5 / 260.5 0.09 / 0.12 / 0.17

Table 1: Copy latency and DRAM energy. Reproduced from
[10].

in Table 1. For LISA-RISC, we de�ne a hop as the number of
subarrays that LISA-RISC needs to copy data across to move
the data from the source subarray to the destination subarray.
For example, if the source and destination subarrays are adja-
cent to each other, the number of hops is 1. The DRAM chips
we evaluate have 16 subarrays per bank, so the maximum
number of hops is 15.

We make two observations from these numbers. First, alt-
hough inter-subarray RowClone (RC-InterSA) incurs similar
latencies as memcpy, it consumes 1.43x less energy, as it does
not transfer data over the channel and DRAM I/O for each
copy operation. However, as we discuss in Section 4.1 of our
HPCA 2016 paper [10], RC-InterSA incurs a higher system
performance penalty because it is a blocking long-latency me-
mory command. Second, copying between subarrays using
LISA reduces the copy latency by 9x and copy energy by
48x compared to RowClone, even though the total latency
of LISA-RISC grows linearly with the hop count. An addi-
tional bene�t of using LISA-RISC is that its inter-subarray
copy operations are performed completely inside a bank. As
the internal DRAM data bus is untouched, other banks can
concurrently serve memory requests, exploiting bank-level
parallelism.

3.1.2. Evaluation. We brie�y summarize the system per-
formance improvement due to LISA-RISC on a quad-core
system. We evaluate our system using Ramulator [41, 83], an
open-source cycle-accurate DRAM simulator, driven by tra-
ces generated from Pin [64]. Our workload evaluation results
show that LISA-RISC outperforms RowClone and memcpy:
its average performance improvement and energy reduction
over the best performing inter-subarray copy mechanism
(i.e., memcpy) are 66.2% and 55.4%, respectively, on a quad-
core system, across 50 workloads that perform bulk copies.
We refer the reader to Section 9 of our HPCA 2016 paper [10]
for detailed evaluation and analysis.

3.2. In-DRAM Caching Using
Heterogeneous Subarrays (LISA-VILLA)

Our second application aims to reduce the DRAM access la-
tency for frequently-accessed (hot) data. We propose to intro-
duce heterogeneity within a bank by designing heterogeneous-
latency subarrays. We call this heterogeneous DRAM design
VarIabLe LAtency DRAM (VILLA-DRAM). To design a low-
cost fast subarray, we take an approach similar to prior work,
attaching fewer cells to each bitline to reduce the parasitic ca-
pacitance and resistance. This reduces the latency of the three
fundamental DRAM operations–activation, precharge, and re-
storation–when accessing data in the fast subarrays [57,67,94].
Activation “opens” a row of DRAM cells to access stored data.
Precharge “closes” an activated row. Restoration restores the
charge level of each DRAM cell in a row to prevent data loss.
Together, these three operations predominantly de�ne the
latency of a memory request [8,9,10,11,21,22,39,41,42,43,44,
45, 54, 55, 56, 57, 58, 60, 61, 75, 88, 89]. In this work, we focus on
managing the fast subarrays in hardware, as doing so o�ers
better adaptivity to dynamic changes in the hot data set.

In order to take advantage of VILLA-DRAM, we rely on
LISA-RISC to rapidly copy rows across subarrays, which sig-
ni�cantly reduces the caching latency. We call this synergistic
design, which builds VILLA-DRAM using LISA, LISA-VILLA.
Nonetheless, the cost of transferring data to a fast subarray
is still non-negligible, especially if the fast subarray is far
from the subarray where the data to be cached resides. The-
refore, an intelligent cost-aware mechanism is required to
make astute decisions on which data to cache and when.
3.2.1. Caching Policy for LISA-VILLA. We design a simple
epoch-based caching policy to evaluate the bene�ts of caching
a row in LISA-VILLA. Every epoch, we track the number of
accesses to rows by using a set of 1024 saturating counters
for each bank.2 The counter values are halved every epoch
to prevent staleness. At the end of an epoch, we mark the 16
most frequently-accessed rows as hot, and cache them when
they are accessed the next time. For our cache replacement
policy, we use the bene�t-based caching policy proposed by
Lee et al. [57]. Speci�cally, it uses a bene�t counter for each
row cached in the fast subarray: whenever a cached row is
accessed, its counter is incremented. The row with the least
bene�t is replaced when a new row needs to be inserted. Note
that a large body of work proposes various caching policies
(e.g., [20, 23, 26, 34, 38, 59, 66, 78, 79, 87, 91, 100, 104, 106]), each
of which can potentially be used with LISA-VILLA.
3.2.2. Evaluation. Figure 3 shows the system performance
improvement of LISA-VILLA over a baseline without any fast
subarrays in a four-core system. It also shows the hit rate
in VILLA-DRAM, i.e., the fraction of accesses that hit in the
fast subarrays. We make two main observations. First, by

2The hardware cost of these counters is low, requiring only 6KB of
storage in the memory controller (see Section 7.1 of our HPCA 2016 pa-
per [10]).
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exploiting LISA-RISC to quickly cache data in VILLA-DRAM,
LISA-VILLA improves system performance for a wide variety
of workloads — by up to 16.1%, with a geometric mean of
5.1%. This is mainly due to reduced DRAM latency of accesses
that hit in the fast subarrays. The performance improvement
heavily correlates with the VILLA cache hit rate. Second, the
VILLA-DRAM design, which consists of heterogeneous subar-
rays, is not practical without LISA. Figure 3 shows that using
RC-InterSA (i.e., RowClone copying data across subarrays)
to move data into the cache reduces performance by 52.3%
due to slow data movement, which overshadows the bene�ts
of caching. The results indicate that LISA is an important
substrate to enable not only fast bulk data copy, but also a
fast in-DRAM caching scheme.
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Figure 3: Performance improvement and hit rate with LISA-
VILLA, and performance comparison to using RC-InterSA
with VILLA-DRAM. Reproduced from [10].

3.3. Fast Precharge Using Linked Precharge Units
(LISA-LIP)

Our third application aims to accelerate the process of pre-
charge. The precharge time for a subarray is determined
by the drive strength of the precharge unit (i.e., a circuitry
in a subarray’s row bu�er for precharging the connected
subarray). We observe that in modern DRAM, while a subar-
ray is being precharged, the precharge units (PUs) of other
subarrays remain idle.

We propose to exploit these idle PUs to accelerate a pre-
charge operation by connecting them to the subarray that is
being precharged. Our mechanism, LISA-LInked Precharge
(LISA-LIP), precharges a subarray using two sets of PUs: one
from the row bu�er that is being precharged, and a second set
from a neighboring subarray’s row bu�er (which is already
in the precharged state), by enabling the links between the
two subarrays.

To evaluate the accelerated precharge process, we use the
same DRAM circuit model described in Section 2 and simu-
late the linked precharge operation in SPICE. Our SPICE
simulation reports that LISA-LIP signi�cantly reduces the
precharge latency by 2.6x compared to the baseline (5ns vs.
13ns). Our system evaluation shows that LISA-LIP improves
performance by 10.3% on average, across 50 four-core wor-
kloads. We refer the reader to Section 6 of our HPCA 2016
paper [10] for a detailed analysis of LISA-LIP.

3.4. Evaluation: Putting Everything Together
As all of the three proposed applications are complemen-

tary to each other, we evaluate the e�ect of putting them

together on a four-core system. Figure 4 shows the system
performance improvement of adding LISA-VILLA to LISA-
RISC, as well as combining all three optimizations, compared
to our baseline using memcpy and standard DDR3-1600 me-
mory across 50 workloads. We refer the reader to our full
paper [10] for the detailed con�guration and workloads. We
draw several key conclusions. First, the performance bene�ts
from each scheme are additive. On average, adding LISA-
VILLA improves performance by 16.5% over LISA-RISC alone,
and adding LISA-LIP further provides an 8.8% gain over LISA-
(RISC+VILLA). Second, although LISA-RISC alone provides a
majority of the performance improvement over the baseline
(59.6% on average), the use of both LISA-VILLA and LISA-LIP
further improves performance, resulting in an average per-
formance gain of 94.8% and memory energy reduction (not
plotted) of 49.0%. Taken together, these results indicate that
LISA is an e�ective substrate that enables a wide range of
high-performance and energy-e�cient applications in the
DRAM system.
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We conclude that LISA is an e�ective substrate that can gre-
atly improve system performance and reduce system energy
consumption by synergistically enabling multiple di�erent
applications. Our HPCA 2016 paper [10] provides many more
experimental results and analyses con�rming this �nding.

4. Related Work
To our knowledge, this is the �rst work to propose a DRAM

substrate that supports fast data movement between subar-
rays in the same bank, which enables a wide variety of appli-
cations for DRAM systems. We now discuss prior works that
focus on each of the optimizations that LISA enables.

4.1. Bulk Data Transfer Mechanisms
Prior works [7, 16, 17, 36, 108] propose to add scratchpad

memories to reduce CPU pressure during bulk data transfers,
which can also enable sophisticated data movement (e.g.,
scatter-gather [90]), but they still require data to �rst be
moved on-chip. A patent proposes a DRAM design that can
copy a page across memory blocks [84], but lacks concrete
analysis and evaluation of the underlying copy operations.
Intel I/O Acceleration Technology [27] allows for memory-to-
memory DMA transfers across a network, but cannot transfer
data within main memory.

Zhao et al. [110] propose to add a bulk data movement
engine inside the memory controller to speed up bulk-copy
operations. Jiang et al. [35] design a di�erent copy engine,
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placed within the cache controller, to alleviate pipeline and
cache stalls that occur when these transfers take place. Ho-
wever, these works do not directly address the problem of
data movement across the narrow memory channel.

A concurrent work by Lu et al. [63] proposes a hete-
rogeneous DRAM design similar to VILLA-DRAM, called
DAS-DRAM, but with a very di�erent data movement me-
chanism from LISA. It introduces a row of migration cells into
each subarray to move rows across subarrays. Unfortunately,
the latency of DAS-DRAM is not scalable with movement dis-
tance, because it requires writing the migrating row into each
intermediate subarray’s migration cells before the row rea-
ches its destination, which prolongs data transfer latency. In
contrast, LISA provides a direct path to transfer data between
row bu�ers between adjacent subarrays without requiring
intermediate data writes into any subarray.

4.2. Cached DRAM
Several prior works (e.g., [20,23,26,38,109]) propose to add

a small SRAM cache to a DRAM chip to lower the access la-
tency for data that is kept in the SRAM cache (e.g., frequently
or recently used data). There are two main disadvantages of
these works. First, adding an SRAM cache into a DRAM chip
is very intrusive: it incurs a high area overhead (38.8% for
64KB in a 2Gb DRAM chip) and design complexity [45, 57].
Second, transferring data from DRAM to SRAM uses a nar-
row global data bus, internal to the DRAM chip, which is
typically 64-bit wide. Thus, installing data into the DRAM
cache incurs high latency. Compared to these works, our
LISA-VILLA design enables low latency without signi�cant
area overhead or complexity.

4.3. Heterogeneous-Latency DRAM
Prior works propose DRAM architectures that provide he-

terogeneous latency either spatially (dependent on where in
the memory an access targets) or temporally (dependent on
when an access occurs).
Spatial Heterogeneity. Prior work introduces spatial he-

terogeneity into DRAM, where one region has a fast access
latency but fewer DRAM rows, while the other has a slower
access latency but many more rows [57, 94]. Recent works
show that latency heterogeneity inherent in DRAM chips
due to process or design-induced variation can also naturally
enable such heterogeneous-latency substrates [9, 54]. The
fast region in DRAM can be utilized as a caching area, for
the frequently or recently accessed data. We brie�y describe
two state-of-the-art works that o�er di�erent heterogeneous-
latency DRAM designs.

CHARM [94] introduces heterogeneity within a rank by
designing a few fast banks with (1) shorter bitlines for faster
data sensing, and (2) closer placement to the chip I/O for faster
data transfers. To exploit these low-latency banks, CHARM
uses an OS-managed mechanism to statically map hot data to
these banks, based on pro�led information from the compiler

or programmers. Unfortunately, this approach cannot adapt
to program phase changes, limiting its performance gains.
If it were to adopt dynamic hot data management, CHARM
would incur high migration costs over the narrow 64-bit bus
that internally connects the fast and slow banks.

TL-DRAM [57] provides heterogeneity within a subarray
by dividing it into fast (near) and slow (far) segments that have
short and long bitlines, respectively, using isolation transis-
tors. The fast segment can be managed as an OS-transparent
hardware cache. The main disadvantage is that it needs to
cache each hot row in two near segments as each subarray
uses two row bu�ers on opposite ends to sense data in the
open-bitline architecture (as discussed in our HPCA 2016
paper [10]). This prevents TL-DRAM from using the full
near segment capacity. As we can see, neither CHARM nor
TL-DRAM strike a good design balance for heterogeneous-
latency DRAM. Our proposal, LISA-VILLA, is a new hetero-
geneous DRAM design that o�ers fast data movement with a
low-cost and easy-to-implement design.
Temporal Heterogeneity. Prior work observes that

DRAM latency can vary depending on when an access occurs.
The key observation is that a recently-accessed or refreshed
row has nearly full electrical charge in the cells, and thus
the following access to the same row can be performed fas-
ter [21, 22, 92]. We brie�y describe two state-of-the-art works
that focus on providing heterogeneous latency temporally.

ChargeCache [22] enables faster access to recently-accessed
rows in DRAM by tracking the addresses of recently-accessed
rows. NUAT [92] enables accesses to recently-refreshed rows
at low latency because these rows are already highly-charged.
In contrast to ChargeCache and NUAT, LISA does not require
data to be recently-accessed/refreshed in order to reduce
DRAM latency. Adaptive-Latency DRAM (AL-DRAM) [56]
adapts the DRAM latency of each DRAM module to tempe-
rature, observing that each module can be operated faster at
lower temperatures. LISA is orthogonal to AL-DRAM. The
ideas of LISA can be employed in conjunction with works
that exploit the temporal heterogeneity of DRAM latency.

4.4. Other Latency Reduction Mechanisms
Many prior works propose memory scheduling techniques,

which generally reduce latency to access DRAM [3, 13, 15,
29, 43, 44, 51, 52, 53, 68, 69, 71, 72, 96, 97, 98, 102]. Other works
propose mechanisms to perform in-memory computation to
reduce data movement and access latency [1, 2, 5, 6, 18, 24, 25,
40, 46, 62, 76, 77, 88, 89, 95, 107]. LISA is complementary to
these works, and it can work synergistically with in-memory
computation mechanisms by enabling fast aggregation of
data.

5. Signi�cance
Our HPCA 2016 paper [10] proposes a new DRAM sub-

strate that signi�cantly improves the performance and e�-
ciency of bulk data movement in modern systems. In this
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section, we brie�y discuss the expected future impact of our
work, and discuss several research directions that our work
motivates.

5.1. Potential Industry Impact
We believe that our LISA substrate can have a large impact

on mobile systems as well as data centers that consume a
signi�cant amount of cycle time performing bulk data mo-
vement. A recent study [37] by Google reports that memcpy()
and memmove() library functions alone represent 4-5% of their
data center cycles even though Google has a signi�cant wor-
kload diversity running within their data centers. Another re-
cent study shows that 62.7% of system energy is spent on data
movement on consumer devices (e.g., smartphones, weara-
ble devices, web-based computers such as Chromebooks) [6].
In this work, we demonstrate that one potential application
of using the LISA substrate is to accelerate memcpy() and
memmove(), as discussed in Section 3.1. Our detailed DRAM ci-
rcuit model reports that LISA reduces the latency and DRAM
energy of these functions by 9x and 69x compared to today’s
systems, respectively. Hence, we expect LISA can improve
the e�ciency and performance of both mobile and data center
systems.

5.2. Future Research Directions
This work opens up several avenues of future research

directions. In this section, we describe several directions that
can enable researchers to tackle other problems related to
memory systems based on the LISA substrate.
Reducing Subarray Con�icts via Remapping. When

two memory requests access two di�erent rows in the same
bank, they have to be served serially, even if they are to
di�erent subarrays. To mitigate such bank con�icts, Kim
et al. [45] propose subarray-level parallelism (SALP), which
enables multiple subarrays to remain activated at the same
time. However, if two accesses are to the same subarray, they
still have to be served serially. This problem is exacerbated
when frequently-accessed rows reside in the same subarray.
To help alleviate such subarray con�icts, LISA can enable
a simple mechanism that e�ciently remaps or moves the
con�icting rows to di�erent subarrays by exploiting fast RBM
operations.
Enabling LISA to Perform 1-to-N Memory Copy or

Move Operations. A typical memcpy or memmove call only
allows the data to be copied from one source location to one
destination location. To copy or move data from one source
location to multiple di�erent destinations, repeated calls are
required. The problem is that such repeated calls incur long
latency and high bandwidth consumption. One potential
application that can be enabled by LISA is performing memcpy
or memmove from one source location to multiple destinations
completely in DRAM without requiring multiple calls of these
operations.

By using LISA, we observe that moving data from the
source subarray to the destination subarray latches the source

row’s data in all the intermediate subarrays’ row bu�er. As a
result, activating these intermediate subarrays would copy
their row bu�ers’ data into the speci�ed row within these
subarrays. By extending LISA to perform multi-point (1-to-
N) copy or move operations, we can signi�cantly increase
system performance of several commonly-used system ope-
rations. For example, forking multiple child processes can
utilize 1-to-N copy operations to e�ciently copy memory
pages from the parent’s address space to all the children. As
another example, LISA can extend the range of in-DRAM
bulk bitwise operations [85, 89]. Thus, LISA can e�ciently
enable architectural support to a new, useful system and pro-
gramming primitive: 1-to-N bulk memory copy/movement.
In-Memory Computation with LISA. One important

requirement of e�cient in-memory computation is being
able to move data from its stored location to the computation
units with very low latency and energy. We believe using
the LISA substrate can enable a new in-memory computa-
tion framework. The idea is to add a small computation unit
inside each or a subset of banks, and connect these computa-
tion units to the neighboring subarrays which store the data.
Doing so allows the system to utilize LISA to move bulk data
from the subarrays to the computation units with low latency
and low area overhead.
Extending LISA to Non-VolatileMemory. In this work,

we only focus on the DRAM technology. A class of emerging
memory technology is non-volatile memory (NVM), which
has the capability of retaining data without power supply. We
believe that the LISA substrate can be extended to NVM (e.g.,
PCM [48, 49, 50, 80, 81, 104, 105] and STT-MRAM [12, 19, 47])
since the memory organization of NVM mostly resembles
that of DRAM. A potential application of LISA in NVM is an
e�cient �le copy operation that does not incur costly I/O
data transfer. We believe LISA can provide further bene�ts
when main memory becomes persistent [65].

6. Conclusion

We present a new DRAM substrate, low-cost inter-linked
subarrays (LISA), that expedites bulk data movement across
subarrays in DRAM. LISA achieves this by creating a new
high-bandwidth datapath at low cost between subarrays, via
the insertion of a small number of isolation transistors. We
describe and evaluate three applications that are enabled by
LISA. First, LISA signi�cantly reduces the latency and me-
mory energy consumption of bulk copy operations between
subarrays over state-of-the-art mechanisms [88]. Second,
LISA enables an e�ective in-DRAM caching scheme on a new
heterogeneous DRAM organization, which uses fast subar-
rays for caching hot data in every bank. Third, we reduce
precharge latency by connecting two precharge units of adja-
cent subarrays together using LISA. We experimentally show
that the three applications of LISA greatly improve system
performance and memory energy e�ciency when used indi-
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vidually or together, across a variety of workloads and system
con�gurations.

We conclude that LISA is an e�ective substrate that enables
several e�ective applications. We believe that this substrate,
which enables low-cost interconnections between DRAM
subarrays, can pave the way for other applications that can
further improve system performance and energy e�ciency
through fast data movement in DRAM. We greatly encourage
future work to 1) investigate new applications and bene�ts of
LISA, and 2) develop new low-cost interconnection substrates
within a DRAM chip to improve internal connectivity and
data transfer ability.
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This paper summarizes our work on experimentally charac-
terizing, mitigating, and recovering data retention errors in
multi-level cell (MLC) NAND �ash memory, which was publis-
hed in HPCA 2015 [10], and examines the work’s signi�cance
and future potential. Retention errors, caused by charge leakage
over time, are the dominant source of �ash memory errors. Un-
derstanding, characterizing, and reducing retention errors can
signi�cantly improve NAND �ash memory reliability and endu-
rance. In this work, we �rst characterize, with real 2Y-nm MLC
NAND �ash chips, how the threshold voltage distribution of
�ash memory changes with di�erent retention ages – the length
of time since a �ash cell was programmed. We observe from
our characterization results that 1) the optimal read reference
voltage of a �ash cell, using which the data can be read with
the lowest raw bit error rate (RBER), systematically changes
with its retention age, and 2) di�erent regions of �ash memory
can have di�erent retention ages, and hence di�erent optimal
read reference voltages.

Based on our �ndings, we propose two new techniques. First,
Retention Optimized Reading (ROR) adaptively learns and ap-
plies the optimal read reference voltage for each �ash memory
block online. The key idea of ROR is to periodically learn a
tight upper bound of the optimal read reference voltage, and
from there approach the optimal read reference voltage. Our
evaluations show that ROR can extend �ash memory lifetime by
64% and reduce average error correction latency by 10.1%, with
only 768 KB storage overhead in �ash memory for a 512 GB
�ash-based SSD. Second, Retention Failure Recovery (RFR) reco-
vers data with uncorrectable errors o�ine by identifying and
probabilistically correcting �ash cells with retention errors. Our
evaluation shows that RFR reduces RBER by 50%, which es-
sentially doubles the error correction capability, and thus can
e�ectively recover data from otherwise uncorrectable �ash er-
rors.

1. Introduction
Over the past decade, the capacity of NAND �ash memory

has been increasing continuously, as a result of aggressive pro-
cess scaling and the advent of multi-level cell (MLC) techno-
logy. This trend has enabled NAND �ash memory to replace
spinning disks for a wide range of applications – from high
performance clusters and large-scale data centers to consu-
mer PCs, laptops, and mobile devices. Unfortunately, as �ash
density increases, �ash memory cells become more vulnerable
to various types of device and circuit level noise [3, 4, 5, 8, 86]
– e.g., retention noise [3, 4, 5, 8, 12, 13, 70, 80, 91], read dis-

turb noise [3, 4, 5, 6, 15, 91], cell-to-cell program interference
noise [3, 4, 5, 6, 8, 11, 14], and program/erase (P/E) cycling
noise [3, 4, 5, 8, 9]. These are sources of errors that can signi�-
cantly degrade NAND �ash memory reliability.

A traditional solution to overcome �ash errors, regardless
of their source, is to use error-correcting codes (ECC) [3, 4, 5,
30,66]. By storing a certain amount of redundant bits per unit
data, ECC can detect and correct a limited number of raw bit
errors. With the help of ECC, �ash memory can hide these
errors from the users until the number of errors per unit data
exceeds the correction capability of the ECC. Flash memory
designers have been relying on stronger ECC to compensate
for lifetime reductions due to technology scaling. However,
stronger ECC, which has higher capacity and implementation
overhead, has diminishing returns on the amount of �ash
lifetime improvement [12, 13]. As such, we intend to look for
more e�cient ways of reducing �ash errors.

Retention errors, caused by charge leakage over time after
a �ash cell is programmed, are the dominant source of �ash
memory errors [3, 4, 5, 8, 12, 13, 109]. The amount of charge
stored in a �ash memory cell determines the threshold voltage
level of the cell, which in turn represents the logical data value
stored in the cell. As illustrated in Figure 1, the threshold
voltage (Vth) range of a 2-bit MLC NAND �ash cell is divided
into four regions by three read reference voltages, Va, Vb, and
Vc . The region in which the threshold voltage of a �ash cell
falls represents the cell’s current state, which can be ER (or
erased), P1, P2, or P3. Each state decodes into a 2-bit value
that is stored in the �ash cell (e.g., 11, 10, 00, or 01).1

Vth

ER
(11)

P1
(10)

P2
(00)

P3
(01)

Va Vb Vc Vpass

Figure 1: Threshold voltage distribution in 2-bit MLC NAND
�ashmemory. Stored data values are represented as the tuple
(LSB, MSB). Reproduced from [15].

As the manufacturing process technology for NAND �ash
memory scales to smaller feature sizes, the capacitance of
a �ash cell, and the number of electrons stored in the cell,
decrease. State-of-the-art MLC �ash memory cells can store
only ∼100 electrons [10, 81]. Gaining or losing several elec-
trons in a �ash cell can signi�cantly change the cell’s voltage

1A detailed background on NAND �ash memory design and operation,
and on data retention errors in NAND �ash memory, can be found in our
prior works [3, 4, 5, 11, 12].
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level and eventually alter the state of the cell. In addition,
MLC technology reduces the size of the threshold voltage
window [9], i.e., the span of threshold voltage values corre-
sponding to each logical state, in order to store more states
in a single cell. This also makes the state of a cell more likely
to shift due to charge loss caused by retention noise. As such,
for NAND �ash memory, retention errors are one of the most
important limiting factors of more aggressive process scaling
and MLC technology.

One way to reduce retention errors is to periodically read,
correct, and reprogram the �ash memory before the number
of errors accumulated over time exceed the error correction
capability of the ECC, i.e., the maximum number of raw bit
errors tolerable by the ECC [12,13,69,90]. However, this �ash
correct and refresh (FCR) technique has two major limitations:
1) FCR uses a �xed read reference voltage to read data under
di�erent retention ages, which is suboptimal, and 2) FCR
requires the �ash controller to be consistently powered on
so that errors can be corrected, limiting its applicability to
enterprise deployments that have always-on power supplies.

In our HPCA 2015 paper [10], we pursue a better under-
standing of retention error behavior to improve NAND �ash
reliability and lifetime, and �nd better (and complementary)
ways to mitigate �ash retention errors. We characterize 1) the
distortion of threshold voltage distribution at di�erent reten-
tion ages, i.e., the idle time after the data is programmed to
the �ash memory, for state-of-the-art 2Y-nm (20- to 24-nm)
NAND �ash memory chips at room temperature, and 2) the
retention age distribution of �ash pages using disk traces
taken from real workloads. Our key �ndings are:
1. Due to threshold voltage distribution distortion, the op-

timal read reference voltages of �ash cells, at which the
minimum raw bit error rate (RBER) can be achieved, syste-
matically shift to lower values as retention age increases.

2. Pages within the same �ash block (the granularity at which
�ash memory can be erased) tend to have similar retention
ages and hence similar optimal read reference voltages,
whereas pages across di�erent �ash blocks have di�erent
optimal read reference voltages.
Based on our �ndings, we propose two mechanisms to

mitigate data retention errors. First, we propose an online
technique called Retention Optimized Reading (ROR). They
key idea of ROR is to reduce the raw bit error rate by adapti-
vely learning and applying the optimal read reference voltage
for each �ash block. Our evaluations show that ROR extends
�ash lifetime by 64% and reduces average error correction
latency by 10.1%, with only 768 KB storage overhead for a
512 GB �ash-based SSD. Second, we propose an o�ine error
recovery technique called Retention Failure Recovery (RFR).
The key idea of RFR is to identify fast- and slow-leaking
cells and probabilistically determine the original value of an
erroneous cell based on its leakage-speed property and its
threshold voltage. Our evaluations show that RFR can e�ecti-
vely reduce the average raw bit error rate (RBER) by 50%,

essentially doubling the error correction capability of �ash
memory, and allowing for the recovery of data otherwise
uncorrectable by ECC.

We �rst summarize our experimental characterization re-
sults (Section 2), and then introduce the Retention Optimized
Reading (Section 3) and Retention Failure Recovery (Section 4)
techniques.

2. Flash Data Retention Characterization
We use an FPGA-based �ash memory testing platform to

characterize real state- of-the-art 2Y-nm NAND �ash me-
mory chips [7, 8]. As absolute threshold voltage values are
proprietary information to NAND �ash vendors, we present
our results using normalized voltages, where the nominal
maximum value of Vth is equal to 512 in our normalized scale,
and where 0 represents GND. Section 3.1 of our HPCA 2015
paper [10] provides a detailed description of our experimental
methodology.

Figure 2 shows the threshold voltage distribution of �ash
memory at di�erent retention ages for 8,000 P/E cycles. We
make two observations from the �gure. First, for the higher-
voltage states (P2 and P3), their threshold voltage distribu-
tions systematically shift to lower voltage values as the re-
tention age grows. Second, the distributions of each state
become wider with higher retention age, and that the distri-
butions of states at higher voltage (e.g., P3) shift faster than
those of states at lower voltage (e.g., P1).Characterized threshold voltage distribution
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Figure 2: Threshold voltage distribution of 2Y-nm MLC
NAND �ash memory vs. retention age, at 8K P/E cycles un-
der room temperature. Reproduced from [10].

We �nd that these changes due to retention leakage have
an impact to the optimal read reference voltage (OPT), which is
the read reference voltage between two states that minimizes
the raw bit error rate (RBER). Figure 3 shows the optimal
read reference voltage over retention age. We make two
observations from the �gure. First, Figure 3a shows a slightly
decreasing trend of P1–P2 OPT (the optimal read reference
voltage used to distinguish between cells in the P1 state and
cells in the P2 state) over retention age. Second, we observe
that P2–P3 OPT decreases much more rapidly with retention
age than P1–P2 OPT, as shown in Figure 3b.

As the distributions continue to shift with growing reten-
tion age, the OPT for one retention age will be di�erent than
the OPT for a di�erent age, suggesting that a dynamically
changing OPT is ideal. To quantify how the choice of read
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(a) P1-P2 OPT (b) P2-P3 OPT

Figure 3: E�ect of retention age on the optimal read refe-
rence voltage between (a) the P1 and P2 states, and (b) the
P2 and P3 states. Reproduced from [10].

reference voltage a�ects RBER, we apply the optimal read
reference voltages (OPTs) determined for {0, 1, 2, 6, 9, 17,
21, 28}-day retention ages to read 28-day-old data. Figure 4
shows the RBER obtained when reading the 28-day-old data
with di�erent OPTs, normalized to the RBER obtained when
reading the data with the 28-day OPT. This �gure shows
that picking the correct value of OPT for each retention age
results in a lower RBER. In turn, this allows us to extend the
lifetime (i.e., the number of P/E cycles the device can tolerate)
of the NAND �ash memory if we always use the correct OPT
based on the retention age of the data that is being read.
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Figure 4: Normalized RBER when reading 28-day-old data
with di�erent optimal read reference voltages (normalized
to 28-day OPT). Reproduced from [10].

In Section 3 of our HPCA 2015 paper [10], we perform
several other experimental characterization studies of �ash
memory data retention behavior, and make the following
eight new �ndings:

1. The threshold voltage distributions of the P2 and P3 states
systematically shift to lower voltages with retention age.

2. The threshold voltage distribution of each state becomes
wider with higher retention age.

3. The threshold voltage distribution of a higher-voltage state
shifts faster than that of a lower-voltage state.

4. Both P1–P2 OPT and P2–P3 OPT become smaller over
retention age.

5. P2–P3 OPT changes more signi�cantly over retention age
than P1–P2 OPT.

6. The optimal read reference voltage corresponding to one
retention age is suboptimal (i.e., it results in a higher RBER)
for reading data with a di�erent retention age.

7. RBER becomes lower when the retention age for which the
used read reference voltage is optimized becomes closer
to the actual retention age of the data.

8. The lifetime of NAND �ash memory can be extended if
the optimal read reference voltage that corresponds to the
retention age of the data is used.

3. Retention Optimized Reading (ROR)
To optimize �ash memory performance without compromi-

sing �ash lifetime, we �rst breakdown and analyze the com-
ponents of the �ash memory read latency. A read operation
typically makes use of the read-retry operation [3, 4, 5, 9, 28],
which performs multiple data read attempts using di�erent
read reference voltages until the read succeeds (i.e., ECC
successfully corrects all of the raw bit errors). A detailed
analysis of the �ash memory read latency can be found in
Section 4.1 of our HPCA 2015 paper [10]. We summarize the
following four observations from this analysis:
• The read latency of NAND �ash memory can be reduced

by minimizing the number of reads performed during read-
retry.

• The number of reads can be reduced by using a closer-to-
optimal starting read reference voltage in the read-retry
process.

• The optimal read reference voltages of pages in the same
block are close, while those of pages in di�erent blocks are
not always close.

• The optimal read reference voltage of pages in a block is
upper-bounded by the optimal read reference voltage of
the page in the block that was programmed last.
Based on these observations, we propose Retention Optimi-

zed Reading (ROR), which consists of two components: 1) an
online pre-optimization algorithm that learns the starting
read reference voltage for each block, and 2) an improved
read-retry technique that uses the starting read reference
voltage to reduce the search space of OPT (i.e., the optimal
read reference voltage) for the block. Section 4.2 of our HPCA
2015 paper [10] provides a detailed description of the compo-
nents of ROR. We brie�y summarize the components below.

The �rst component, the online pre-optimization algo-
rithm, is triggered both daily and after power-on for each
block. This algorithm consists of the following four steps:
• Step 1: The �ash controller �rst reads the highest-

numbered page in a �ash block (e.g., page 255 in a block
that contains 256 pages), with any default read reference
voltage Vdefault , and attempts to correct the errors in the
raw data read from the page. We chose the highest-
numbered page in the block because it is programmed
last, and, thus, has the lowest retention age and the hig-
hest OPT value within the block. Hence, we use the OPT
for the highest-numbered page as a tight upper bound of
OPT for the block. Next, we record the number of raw
bit errors as the current lowest error count (NERR), and
the applied read reference voltage as Vref = Vdefault . If we
cannot �nd the error count (i.e., the error is uncorrectable),
we record the maximum number of errors correctable by
ECC as NERR.
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• Step 2: The controller tries to read the page using a lower
read reference voltage. Since we want to �nd the optimal
read reference voltage for the highest-numbered page in
the block, we approach it from the current starting read
reference voltage step by step. Since OPT typically decre-
ases over retention age, we �rst attempt to lower the read
reference voltage. We decrease the read reference voltage
to (Vref – ∆V ) and read the highest-numbered page. If the
number of corrected errors in the new data is less than or
equal to the old NERR, we update NERR and Vref with the
new values. We repeat Step 2 until the number of corrected
errors in the new data is greater than the previous value
of NERR, or the lowest possible read reference voltage is
reached.

• Step 3: The controller tries to read the page using a higher
read reference voltage. Since the optimal threshold voltage
might increase in rare cases, we also attempt to increase
the read reference voltage. We increase the read reference
voltage to (Vref + ∆V ) and read the highest-numbered
page in the block. Again, if the number of corrected errors
in the new data is less than or equal to NERR, we update
NERR and Vref with the new values. We repeat Step 3 until
the number of corrected errors in the new data is greater
than the previous value of NERR, or the highest possible
read reference voltage is reached.

• Step 4: Record the optimal read reference voltage. After
Step 3, the most recently-used value of Vref is the opti-
mal read reference voltage for the highest-numbered page.
Thus, we record this voltage as the upper bound of the
optimal read reference voltages for the block.
The second component is an improved read-retry techni-

que that takes advantage of the recorded starting read re-
ference voltage. During a normal read operation, the �ash
controller �rst attempts to read the data with the recorded
starting read reference voltage. Then, since the recorded star-
ting read reference voltage is the upper bound of the OPTs
within the block, we iteratively decrease the read reference
voltage until the read operation succeeds. Note that the star-
ting read reference voltages are accessed frequently (on each
read operation) by the �ash controller, so we store them in
the SSD’s DRAM bu�er to allow fast access.

Our key evaluation results show that ROR achieves the
same �ash lifetime improvements as naive read-retry, which
has a read latency that is 64% longer than a baseline that uses
a �xed read reference voltage. Due to a reduction in raw bit
error rate, ROR reduces the ECC decoding latency by 10.1%
on average compared to the baseline, which is equivalent to
a 2.4% reduction in overall �ash read latency. Compared with
the original read-retry technique, which we explain in detail
in Section 4.1 of our HPCA 2015 paper [10], ROR reduces
the read-retry operation count by 70.4%, and thus reduces
the overall read latency by the same fraction. This reduction
is due to two reasons: 1) ROR starts the read-retry process
at a close-to-optimal starting read reference voltage that is

estimated and recorded daily and upon power-on; and 2) ROR
approaches OPT in a known, informed direction from this
starting read reference voltage.

Section 4.4 of our HPCA 2015 paper [10] provides more
results from our evaluation of ROR. In our HPCA 2015 pa-
per, we show that the performance overhead of ROR, which
is periodically triggered by an online pre-optimization algo-
rithm, can be largely hidden by executing the algorithm only
when the SSD is idle, or in the background at a lower priority.
This is because, even considering the worst-case scenario, we
obtain an estimated pre-optimization latency of 3, 15, and 23
seconds for �ash memory with a 1-day, 7-day, and 30-day-
equivalent retention age, respectively. Since the �ash pages
within a block is programmed at similar times, the optimal
read reference voltages of these pages are close. So we store
one byte per block for each starting read reference voltage
learned for the ER-P1 OPT, the P1–P2 OPT, and the P2–P3
OPT. We also show that ROR requires only 768 KB of storage
overhead, to store the entire read reference voltage table for
an assumed 512 GB �ash drive.

4. Retention Failure Recovery (RFR)
Even with ROR, the retention error rate will eventually

exceed the ECC limit as retention age keeps increasing. At
that point, some reads will have more raw errors than can be
corrected by ECC, preventing the drive from returning the
data to the user. Traditionally, this would be the point of data
loss and thus the end of �ash memory lifetime.

We show that retention failure is avoidable under various
circumstances. In Section 5.1 of our HPCA 2015 paper [10],
we show that high temperature can signi�cantly increase the
number of retention errors in a short period of time, which
leads to unexpected data loss. For example, if the required
refresh period of the �ash memory is one week at room tem-
perature, uncorrectable errors may start to accumulate after
a mere 36 minutes. We also discuss why completely avoiding
such retention failure is unrealistic. No previous technique
can prevent data loss after retention failure happens.

We introduce Retention Failure Recovery (RFR), which ena-
bles us to recover data from a failed �ash page o�ine after
the number of errors in the page exceed the total number of
errors that ECC can correct. Due to process variation, di�e-
rent �ash cells on the same chip can have di�erent charge
leakage speeds. We describe a technique to classify fast- and
slow-leaking cells in just a few days, which enables RFR to
probabilistically infer the original value stored in each �ash
cell. Our evaluation, based on data from real NAND �ash
chips, shows that RFR can reduce raw bit error rate by 50%,
and thus ECC can then be used to recover a majority of the
data in pages with retention failures.

Figure 5 shows how the threshold voltage of a retention-
prone cell (i.e., a fast-leaking cell, labeled P in the �gure)
decreases over time (i.e., the cell shifts to the left) due to
retention leakage, while the threshold voltage of a retention-
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resistant cell (i.e., a slow-leaking cell, labeled R in the �gure)
does not change signi�cantly over time. Retention Failure
Recovery (RFR) uses this classi�cation of retention-prone
versus retention-resistant cells to correct the data from the
failed page without the assistance of ECC. Without loss of
generality, let us assume that we are studying susceptible cells
near the intersection of two threshold voltage distributions
X and Y, where Y contains higher voltages than X. Figure 5
highlights the region of cells considered susceptible by RFR
using a box, labeled Susceptible. A susceptible cell within
the box that is retention prone likely belongs to distribution
Y, as a retention-prone cell shifts rapidly to a lower voltage
(see the circled cell labeled P within the susceptible region in
the �gure). A retention-resistant cell in the same susceptible
region likely belongs to distribution X (see the boxed cell
labeled R within the susceptible region in the �gure).
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Figure 5: Some retention-prone (P) and retention-resistant
(R) cells are incorrectly read after charge leakage due to re-
tention time. RFR identi�es and corrects the incorrectly read
cells based on their leakage behavior. Reproduced from [3].

RFR identi�es fast- vs. slow-leaking cells, and uses selective
bit �ipping to correct retention failures, thus reducing RBER.
With reduced raw bit errors, the read data may be recon-
structed by ECC with a higher probability. RFR consists of
the following four o�ine steps, which are triggered when an
uncorrectable error is found:

• Step 1: Identify data with a retention failure. Once the �ash
controller fails to read a �ash page, a retention failure is
identi�ed on that page.

• Step 2: Identify susceptible cells using three read operati-
ons. We read the failed page using three read reference
voltages: OPT (the optimal read reference voltage) minus
some margin δ (Step 2.1), OPT (Step 2.2), and OPT plus
δ (Step 2.3). The value of δ is large enough to include
the entire Susceptible region shown in Figure 5. Figure 6a
illustrates the identi�cation of susceptible (i.e., risky) cells,
which are denoted as type 1 , type 2 , type 3 , and type 4

cells.
• Step 3: Identify fast- and slow-leaking cells. We compare

the threshold voltage of susceptible cells before and after
several days of retention to classify them as fast- and slow-
leaking cells. Figures 6b and 6c illustrate how the cells
shift di�erently after additional retention loss. Among the
susceptible cells, type 1 and type 2 cells are slow-leaking
cells, whereas type 3 and type 4 cells are fast-leaking
cells.

• Step 4: Selectively �ip bits based on the identi�cation re-
sults from Step 3. Using the leakage speed information,
we now know that type 2 and type 3 cells are likely mis-
read. Thus, we simply �ip those cells to correct these likely
errors.

After addl. retention
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Figure 6: (a) Classi�cation of risky (i.e., susceptible) cells to
identify misread bits, (b) cells before additional retention
loss, and (c) cells after additional retention loss. Reproduced
from [10].

We evaluate RFR on data programmed to random values
that has 28-day equivalent retention age. In Step 3, we intro-
duce an additional 12 days’ worth of equivalent retention age.
Figure 7 shows the resulting raw bit error rate of RFR over a
range of P/E cycles (compared to that of the baseline). This
�gure shows that RFR reduces the RBER by 50%, averaged
across all evaluated wearout levels (P/E cycles). Thus, we
expect the number of raw bit errors to be halved, increasing
the chances that these errors are correctable by ECC.

Baseline (no RFR)

RFR

× 104

Figure 7: E�ect of the RFR technique on raw bit error rate.
Reproduced from [10].

5. Related Work

To our knowledge, our HPCA 2015 paper [10] is the �rst to
1) experimentally characterize and comprehensively analyze
how the threshold voltage distribution changes over di�erent
retention ages, as well as the implication of these changes on
the read reference voltage and lifetime, using real state-of-the-
art 2Y-nm MLC NAND �ash memory chips; and 2) proposes
two novel techniques to mitigate the impact of retention age
online and to recover from data loss by exploiting retention
behavior. In this section, we brie�y discuss various related
works.
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5.1. Works on NAND Flash Memory
NAND Flash Memory Retention Error Characteriza-

tion. Multiple prior works characterize NAND �ash data
retention, but mainly in terms of RBER [8, 12, 13, 80]. These
works show that 1) retention errors are the dominant errors
in NAND �ash memory, and 2) the retention error rate incre-
ases with the retention age and the P/E cycle. Papandreou et
al. [91] characterize the retention e�ect on threshold voltage
distributions under high temperature baking, and �nd that
the distribution shifts to lower voltage over retention time,
and so does the optimal read reference voltage. In contrast,
our HPCA 2015 paper [10] characterizes data retention under
room temperature, which is closer to how NAND �ash me-
mories are typically used [10]. Our recent work characterizes
how data retention a�ects the threshold voltage distribution
for TLC NAND �ash memory [3,4,5], making similar �ndings
as our HPCA 2015 paper [10].
NAND Flash Memory Error Characterization. Prior

works study di�erent types of NAND �ash memory errors
in MLC, planar NAND �ash memory, including P/E cycling
errors [9, 71, 80, 91, 93], programming errors [6, 71, 93], cell-
to-cell program interference errors [9, 11, 14], retention er-
rors [9,10,12,80,91], and read disturb errors [15,80,91]. These
works characterize how raw bit error rate and threshold
voltage distributions change with various types of noise. Our
recent work characterizes the same types of errors in planar
TLC NAND �ash memory and has similar �ndings [3, 4, 5].
Thus, we believe that most of the �ndings on MLC NAND
�ash memory can be generalized to any types of planar NAND
�ash memory devices (e.g., SLC, MLC, TLC, or QLC). Recent
works [77, 89, 101] have also studied SSD errors in the �eld,
and have shown the system-level implications of these er-
rors in large-scale data centers. Unlike our characterization,
these in-the-�eld studies do not have access to the underlying
NAND �ash memory within the SSDs that they test, and, thus,
are unable to show detailed data retention behavior.
3D NAND Flash Memory Error Characterization. Re-

cently, manufacturers have begun to produce SSDs that con-
tain three-dimensional (3D) NAND �ash memory [36, 42, 78,
79, 92, 117]. In 3D NAND �ash memory, multiple layers of
�ash cells are stacked vertically to increase the density and
to improve the scalability of the memory [117]. In order to
achieve this stacking, manufacturers have changed a number
of underlying properties of the �ash memory design. We
refer readers to our prior work for a detailed comparison
between 3D NAND �ash memory and planar NAND �ash
memory [3, 4, 5]. Previous works [22, 82] compare the reten-
tion loss between 3D charge trap NAND �ash memory and
planar NAND �ash memory through real device characteri-
zation, and �nd that 3D charge trap cells leak charge faster
than planar NAND cells and thus experience the phenome-
non of early retention loss. Our recent work [72] characterizes
the impact of dwell time, i.e., the idle time between conse-
cutive program cycles, and environmental temperature on

the retention loss speed and program variation of 3D charge
trap NAND �ash memory, and proposes techniques to miti-
gate these issues to improve �ash memory lifetime. Recent
work [113] characterizes the latency and raw bit error rate of
3D NAND �ash memory devices based on �oating gate cells,
and makes similar observations as those for planar NAND
�ash memory devices based on �oating gate cells. Prior works
have reported several di�erences between 3D NAND and pla-
nar NAND through circuit level measurements, including
the fact that 3D NAND �ash cells exhibit 1) smaller program
variation at high P/E cycle [92], 2) smaller program interfe-
rence [92], and 3) early retention loss [22, 22, 82]. The �eld
(both academia and industry) is currently in much need of
detailed rigorous experimental characterization and analysis
of state-of-the-art 3D NAND �ash memory devices.
Retention Error Mitigation Using Periodic Refresh.

Prior works [12, 13, 69, 90] propose to use periodic refresh
to mitigate retention errors. Cai et al. [12, 13] introduce
1) remapping-based refresh, which periodically reads data
from each valid �ash block, corrects any data errors, and
remaps the data to a di�erent physical location, 2) in-place re-
fresh, which incrementally replenishes the lost charge of each
page at its current location, and 3) adaptive refresh, which
allows the controller to adaptively adjust the rate that the re-
fresh mechanisms are invoked based on the wearout (i.e., the
current P/E cycle count) of the NAND �ash memory [12, 13];
or the temperature of the SSD [8, 10]. However, these techni-
ques 1) require the system to be consistently powered on,
and 2) are unaware of the fact that the optimal read reference
voltage changes with di�erent retention age. Note that these
works always apply a �xed read reference voltage regardless
of the retention age of the cell, which is suboptimal for rea-
ding �ash blocks at di�erent retention ages. In contrast, our
ROR technique optimizes the read reference voltage of each
�ash block based on its retention age, leading to signi�cant
lifetime improvements. Several works [23, 70, 104] �nd that
refresh operations consume a large number of P/E cycles,
and propose techniques that exploit workload write-hotness
to relax the guaranteed retention time of NAND �ash me-
mory without requiring refresh. For example, WARM [70]
partitions write-hot and write-cold data using a lightweight
mechanism designed for �ash memory, and eliminates the
need to refresh write-hot data, leading to signi�cant lifetime
improvements over existing periodic refresh mechanisms.
Our techniques can be combined with such refresh elimina-
tion techniques for higher lifetime and performance.
Read Reference Voltage Optimization. A few

works [11, 14, 91] propose optimizing the read reference
voltage. Cai et al. [14] propose a technique to calculate the
optimal read reference voltage from the mean and variance of
the threshold voltage distributions, which are characterized
by the read-retry technique [9]. The cost of such a techni-
que is relatively high, as it requires periodically reading �ash
memory with all possible read reference voltages to discover
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the threshold voltage distributions. Papandreou et al. [91]
propose to apply a per-block close-to-optimal read reference
voltage by periodically sampling and averaging 6 OPTs within
each block, learned by exhaustively trying all possible read re-
ference voltages. In contrast, ROR can �nd the actual optimal
read reference voltage at a much lower latency, thanks to the
new �ndings and observations in our HPCA 2015 paper [10].
We show that ROR greatly outperforms naive read-retry. The
latter is signi�cantly simpler than the mechanism proposed
in [91].

Recently, Luo et al. [71] propose to accurately predict the
optimal read reference voltage using an online �ash channel
model for each chip learned online. Cai et al. [15] propose
a new technique called Vpass tuning, which tunes the pass-
through voltage, i.e., a high reference voltage applied to turn
on unread cells in a block, to mitigate read disturb errors. Du
et al. [27] propose to tune the optimal read reference volta-
ges for ECC soft decoding to improve the ECC correction
capability (i.e., the maximum number of errors that ECC can
correct). Fukami et al. [28] propose to use read-retry to im-
prove the reliability of the chip-o� forensic analysis of NAND
�ash memory devices. Our proposals are complementary to
all these techniques.
Error Recovery. To our knowledge, our HPCA 2015 pa-

per [10] proposes the �rst mechanism that can recover data
even after ECC is unable to successfully correct all of the
errors due to retention loss. One of our works [15] builds
on our HPCA 2015 paper and adapts the RFR mechanism to
opportunistically recover from read disturb errors instead of
retention errors. FlashDe�brillator (FD) [39] improves upon
RFR to recover from data retention errors online. FD reco-
vers data retention errors online by applying a sequence of
diagnostic pulses that recharge the fast-leaking cells. This
helps recover otherwise uncorrectable errors in two ways:
(1) fast-leaking cells may be recharged back to the correct
state, (2) fast-leaking cells recharge faster than slow-leaking
cells, thus fast-leaking cells can be identi�ed as the cells
whose threshold voltages increase faster during the diagnos-
tic pulses. These two more recent works [15,39] directly build
upon our HPCA 2015 paper.

5.2. Data Retention Errors in DRAM
DRAM uses the charge within a capacitor to represent one

bit of data. Much like the �oating gate within NAND �ash
memory, charge leaks from the DRAM capacitor over time,
leading to data retention issues. Unlike a NAND �ash cell,
where leakage typically leads to data loss after several days
to years of retention time, leakage from a DRAM cell leads to
data loss after a retention time on the order of milliseconds to
seconds [67].

The retention time of a DRAM cell depends upon several
factors [67], including (1) manufacturing process variation
and (2) temperature. Manufacturing process variation a�ects
the amount of current that leaks from each DRAM cell’s

capacitor and access transistor [67]. As a result, the retention
time of the cells within a single DRAM chip vary signi�cantly,
resulting in strong cells that have high retention times and
weak cells that have low retention times within each chip. The
operating temperature a�ects the rate at which charge leaks
from the capacitor. As the operating temperature increases,
the retention time of a DRAM cell decreases exponentially [29,
67].

Due to the rapid charge leakage from DRAM cells, a
DRAM controller periodically refreshes all DRAM cells in
place [17, 38, 44, 67, 68, 94, 97] (similar to the periodic refresh
techniques used in NAND �ash memory, but at a much smal-
ler time scale). DRAM standards require a DRAM cell to be
refreshed once every 64 ms [38]. As the density of DRAM con-
tinues to increase over successive product generations (e.g.,
by 128x between 1999 and 2017 [16, 18]), enabled by the sca-
ling of DRAM to smaller manufacturing process technology
nodes [73, 84, 85, 87], the performance and energy overheads
required to refresh an entire DRAM module have grown sig-
ni�cantly [17, 68, 84, 85, 87]. It is expected that the refresh
problem will get signi�cantly worse and limit DRAM den-
sity scaling, as described in a recent work by Samsung and
Intel [43] and by our group [68]. Prior analysis shows that
when DRAM chip density reaches 64 Gbit, nearly 50% of the
data throughput is lost due to the high amount of time spent
on refreshing all of the rows in the chip, and nearly 50% of the
DRAM chip power is spent on refresh operations [68]. Thus,
data retention problems and refresh pose a clear challenge to
DRAM scalability.

Various experimental studies of real DRAM chips (e.g.,
[32,44,45,50,62,67,68,94,97]) have studied the data retention
time of DRAM cells in modern chips, and have shown that
the vast majority of DRAM cells can retain data without loss
for much longer than the 64 ms retention time speci�ed by
DRAM standards. A number of works take advantage of
this variability in data retention time behavior across DRAM
cells, by reducing the frequency at which the vast majority
of DRAM rows within a module are refreshed (e.g., [2, 37, 44,
46, 67, 68, 94, 97, 110]), or by reducing the interference caused
by refresh requests on demand requests (e.g., [17, 83, 108]).

More �ndings on the nature of DRAM data retention and
associated errors, as well as relevant experimental data from
modern DRAM chips, can be found in our prior works [16,17,
32, 44, 45, 46, 47, 62, 67, 68, 84, 94, 97]. We also refer the readers
to prior works on the design and operation of the underlying
DRAM architecture [17, 18, 19, 20, 32, 33, 49, 51, 52, 53, 54, 55, 60,
61, 62, 63, 64, 67, 68, 94, 102, 103].

5.3. Errors in Emerging Nonvolatile Memory
Technologies

DRAM operations are several orders of magnitude faster
than SSD operations, but DRAM has two major disadvantages.
First, DRAM o�ers orders of magnitude less storage density
than NAND-�ash-memory-based SSDs. Second, DRAM is
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volatile (i.e., the stored data is lost on a power outage). Emer-
ging nonvolatile memories, such as phase-change memory
(PCM) [57, 58, 59, 76, 98, 112, 115, 121], spin-transfer torque
magnetic RAM (STT-RAM or STT-MRAM) [56, 88], metal-
oxide resistive RAM (RRAM) [111], and memristors [26, 107],
are expected to bridge the gap between DRAM and SSDs,
providing DRAM-like access latency and energy, and at
the same time SSD-like large capacity and nonvolatility
(and hence SSD-like data persistence). These technologies
are also expected to be used as part of hybrid memory sy-
stems (also called heterogeneous memory systems), where
one part of the memory consists of DRAM modules and
another part consists of modules of emerging technolo-
gies [21, 24, 25, 41, 65, 74, 75, 95, 98, 99, 100, 115, 116, 118, 119].

PCM-based devices are expected to have a limited life-
time, as PCM can only endure a certain number of wri-
tes [57, 98, 112], similar to the P/E cycling errors in NAND-
�ash-memory-based SSDs (though PCM’s write endurance
is higher than that of SSDs). PCM su�ers from (1) resistance
drift [35, 96, 112], where the resistance used to represent the
value becomes higher over time (and eventually can intro-
duce a bit error), similar to how charge leakage in NAND
�ash memory and DRAM lead to retention errors over time;
and (2) write disturb [40], where the heat generated during
the programming of one PCM cell dissipates into neighbo-
ring cells and can change the value that is stored within the
neighboring cells. STT-RAM su�ers from (1) retention failu-
res, where the value stored for a single bit (as the magnetic
orientation of the layer that stores the bit) can �ip over time;
and (2) read disturb (a conceptually di�erent phenomenon
from the read disturb in DRAM and �ash memory), where
reading a bit in STT-RAM can inadvertently induce a write
to that same bit [88].

Due to the nascent nature of emerging nonvolatile memory
technologies and the lack of availability of large-capacity de-
vices built with them, extensive and dependable experimental
studies have yet to be conducted on the reliability of real PCM,
STT-RAM, RRAM, and memristor chips. However, we believe
that error mechanisms conceptually or abstractly similar to
those we discussed for �ash memory and DRAM are likely to
be prevalent in emerging technologies as well (as supported
by some recent studies [1, 40, 48, 88, 105, 106, 120]), albeit with
di�erent underlying mechanisms and error rates. We expect
that the ROR and RFR techniques we propose in our HPCA
2015 paper [10] can be easily adapted to NVM technologies.

6. Signi�cance
Our HPCA 2015 paper [10] provides extensive characte-

rization data and proposes novel mechanisms to mitigate
retention errors in modern NAND �ash memory and recover
data when ECC fails. We believe that our characterization and
mechanisms will have a signi�cant impact on the community,
as evidenced by multiple recent works directly building upon
our HPCA 2015 paper [15, 39, 72].

6.1. Long-Term Impact
We believe our work will have long-term impact for the

following three reasons. First, as NAND �ash memory beco-
mes denser in the future, data retention will become a bigger
issue, and thus a better understanding of its implication and
characteristics will be important to help maintain NAND
�ash reliability after scaling [3, 4, 5, 84]. Second, we propose
an online technique that reduces �ash read latency, and we
give insights into the �ash read-retry algorithm, thereby ho-
pefully inspiring future works to further optimize �ash read
latency. Third, we propose an o�ine technique that leverages
underlying �ash characteristics to enable recovery from a
retention failure even after the drive fails to correct it, thereby
hopefully inspiring future works to look for more ways to
prevent data loss.
DataRetention. Our work provides a comprehensive ana-

lysis of the retention loss e�ect on real NAND �ash memory
chips, which enhances the understanding of the retention loss
e�ect in the research community. We hope that our analysis
and solutions can inspire more works to handle data reten-
tion in better ways. As planar NAND �ash memory becomes
denser, each �ash memory cell holds less charge and beco-
mes more vulnerable to retention loss [8, 12]. Thus, in the
future, we expect data retention to become a more important
problem [3, 4, 5, 84], and expect that industry will be more
open to adapt new solutions like our proposals, ROR and RFR.
In fact, several �ash-based SSDs currently use refresh as a
solution to mitigate retention errors [31, 34, 114]. Our work
shows that we can go signi�cantly beyond refresh to tolerate
the data retention problem in NAND �ash memory.
Read Performance Optimization. The read perfor-

mance advantage of �ash memory over hard disk drives ma-
kes �ash-based SSDs more appealing than hard disk drives.
However, many existing solutions, such as read-retry [9, 28],
trade o� �ash performance for reliability. Our HPCA 2015 pa-
per [10] is the �rst to point out the read performance problem,
and to provide a detailed analysis and new solution to this
problem. We hope that our work can enhance the research
community’s understanding of �ash read performance and
bring more attention to �ash read performance, which is cri-
tically important to overall system performance. Techniques
that are developed in DRAM to reduce read latency [17,18,19,
20,33,51,52,53,54,60,61,62,63,64,68,94,102,103] can prompt
inspiration for NAND �ash memory.
Data Recovery. Prior to our work, after a retention failure

happens, an uncorrectable error and resulting data corruption
was considered to be unrecoverable from, resulting in data
loss. To our knowledge, our HPCA 2015 paper [10] is the �rst
to show that it is actually possible to recover this data using
our RFR mechanism. As the reliability of NAND �ash me-
mory decreases, and the popularity of �ash-based SSDs incre-
ases, SSD failures are expected to increase, creating a greater
need for recovery techniques that can retrieve previously-
unrecoverable data. In light of this, recent works [15,39] have
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directly built upon RFR to provide additional data recovery
mechanisms. We hope that our work draws more attention
to �ash memory data recovery, and inspires further solutions
to this important problem.

6.2. New Research Directions
Our HPCA 2015 paper [10] presents characterization re-

sults for data retention in real NAND �ash chips. By making
such data and knowledge available, we believe that the �ash
memory and SSD research communities can have a better
understanding of data retention, and can therefore develop
better solutions to tackle the retention problem in the fu-
ture. We hope that our work will continue to inspire future
works in �ash memory that can provide a comprehensive
characterization and analysis of other NAND �ash memory
behavior using real chips, such as program/erase cycling and
cell-to-cell program disturbance. We also hope that our ROR
and RFR techniques bring more attention to both the �ash
read performance problem and data recovery problem, and
that they will inspire researchers from both academia and
industry to develop and adopt new solutions.

7. Conclusion
Our HPCA 2015 paper [10] comprehensively characteri-

zes and analyzes how the threshold voltage distribution and
the optimal read reference voltages of state-of-the-art 2Y-nm
MLC NAND �ash memory change over di�erent retention
ages. Based on these analyses, the paper proposes two new
techniques. Retention Optimized Reading (ROR) improves
reliability, lifetime, and performance of MLC NAND �ash me-
mory at modest storage cost by optimizing the read reference
voltage of each �ash memory block based on its retention age.
We demonstrate signi�cant bene�ts with ROR in terms of
reduced RBER, extended �ash lifetime, and reduction in �ash
read latency. Retention Failure Recovery (RFR) recovers data
with uncorrectable errors by identifying and probabilistically
correcting �ash cells with retention errors. We demonstrate
large raw bit error rate reductions with RFR. We hope that
our comprehensive characterization of data retention in �ash
memory will enable better understanding of �ash retention
errors and motivate other new techniques to overcome these
errors. We believe the importance of our two new techniques
(ROR and RFR) will grow as NAND �ash memory scales to
smaller feature sizes and becomes even less reliable in the
future.
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This paper summarizes our work on experimentally cha-
racterizing, mitigating, and recovering read disturb errors in
multi-level cell (MLC) NAND �ash memory, which was publis-
hed in DSN 2015 [16], and examines the work’s signi�cance and
future potential. NAND �ash memory reliability continues to
degrade as the memory is scaled down and more bits are pro-
grammed per cell. A key contributor to this reduced reliability
is read disturb, where a read to one row of cells impacts the
threshold voltages of unread �ash cells in di�erent rows of the
same block. Such disturbances may shift the threshold voltages
of these unread cells to di�erent logical states than originally
programmed, leading to read errors that hurt endurance.
For the �rst time in open literature, this work experimen-

tally characterizes read disturb errors on state-of-the-art 2Y-nm
(i.e., 20-24 nm) MLC NAND �ash memory chips. Our �ndings
(1) correlate the magnitude of threshold voltage shifts with
read operation counts, (2) demonstrate how program/erase cycle
count and retention age a�ect the read-disturb-induced error
rate, and (3) identify that lowering pass-through voltage levels
reduces the impact of read disturb and extend �ash lifetime.
Particularly, we �nd that the probability of read disturb errors
increases with both higher wear-out and higher pass-through
voltage levels.
We leverage these �ndings to develop two new techniques.

The �rst technique mitigates read disturb errors by dynamically
tuning the pass-through voltage on a per-block basis. Using real
workload traces, our evaluations show that this technique incre-
ases �ash memory endurance by an average of 21%. The second
technique recovers from previously-uncorrectable �ash errors
by identifying and probabilistically correcting cells susceptible
to read disturb errors. Our evaluations show that this recovery
technique reduces the raw bit error rate by 36%.

1. Introduction
NAND �ash memory currently sees widespread usage as a

storage device, having been incorporated into systems ran-
ging from mobile devices and client computers to data cen-
ter storage, as a result of its increasing capacity and decre-
asing cost per bit. The increasing capacity and lower cost
are mainly driven by aggressive transistor scaling and multi-
level cell (MLC) technology, where a single �ash cell can
store more than one bit of data. However, as NAND �ash
memory capacity increases, �ash memory su�ers from dif-
ferent types of circuit-level noise, which greatly impact its
reliability. These include program/erase cycling noise [8, 9],
cell-to-cell program interference noise [8, 11, 14], retention
noise [8,10,12,13,49,59], and read disturb noise [19,26,59,87].

Among all of these types of noise, read disturb noise has lar-
gely been understudied in the past for MLC NAND �ash,
with no open-literature work available prior to our DSN 2015
paper [16] that characterizes and analyzes the read disturb
phenomenon.

One reason for this prior neglect has been the heretofore
low occurrence of read-disturb-induced errors in older �ash
technologies. In single-level cell (SLC) NAND �ash, read dis-
turb errors were only expected to appear after an average of
one million reads to a single �ash block [26, 54]. Even with
the introduction of MLC NAND �ash, �rst-generation MLC
devices were expected to exhibit read disturb errors after
100,000 reads [29, 54]. As a result of manufacturing process
technology scaling, some modern MLC NAND �ash devices
are now prone to read disturb errors after as few as 20,000
reads, with this number expected to drop even further with
continued scaling [29,54]. The exposure of these read disturb
errors can be exacerbated by the uneven distribution of reads
across �ash blocks in contemporary workloads [65,89], where
certain �ash blocks experience high temporal locality and
can, therefore, more rapidly exceed the read count at which
read disturb errors are induced. We refer the reader to our
prior works for a more detailed background [4, 5, 6, 16].

Read disturb errors are an intrinsic result of the �ash archi-
tecture. Inside each �ash cell, data is stored as the threshold
voltage of the cell, based on the logical value that the cell
represents. As shown in Figure 1, during a read operation
to the cell, a read reference voltage (i.e., Va, Vb, or Vc) is app-
lied to the transistor corresponding to this cell. If this read
reference voltage is higher than the threshold voltage of the
cell, the transistor is turned on. The region in which the
threshold voltage of a �ash cell falls represents the cell’s cur-
rent state, which can be ER (or erased), P1, P2, or P3. Each
state decodes into a 2-bit value that is stored in the �ash cell
(e.g., 11, 10, 00, or 01). Note that the threshold voltage of
all �ash cells in a chip is bounded by an upper limit, Vpass ,
which is the pass-through voltage. More detailed explanations
of how NAND �ash memory cells work and the data reten-
tion errors in NAND �ash memory can be found in our prior
works [4, 5, 6, 10].

Within a �ash block, the transistors of multiple cells, each
from a di�erent �ash page, are tied together as a single bitline,
which is connected to a single output wire. Only one cell is
read at a time per bitline. In order to read one cell (i.e., to
determine whether it is turned on or o� ), the transistors for
the cells not being read must be kept on to allow the value from
the cell being read to propagate to the output. This requires
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Figure 1: Threshold voltage distribution in 2-bit MLC NAND
�ash. Stored data values are represented as the tuple (LSB,
MSB). Reproduced from [16].

the transistors to be powered with a pass-through voltage,
which is a read reference voltage guaranteed to be higher than
any stored threshold voltage (see Figure 1). Though these
other cells are not being read, this high pass-through voltage
induces electric tunneling that can shift the threshold voltages
of these unread cells to higher values, thereby disturbing the
cell contents on a read operation to a neighboring page. As we
scale down the size of �ash cells, the transistor oxide becomes
thinner, which in turn increases this tunneling e�ect. With
each read operation having an increased tunneling e�ect,
it takes fewer read operations to neighboring pages for the
unread �ash cells to become disturbed (i.e., shifted to higher
threshold voltages) and move into a di�erent logical state.

In light of the increasing sensitivity of �ash memory to
read disturb errors, our goal is to (1) develop a thorough un-
derstanding of read disturb errors in state-of-the-art MLC
NAND �ash memories, by performing experimental charac-
terization of such errors on existing commercial 2Y-nm (i.e.,
20-24 nm) �ash memory chips, and (2) develop mechanisms
that can tolerate read disturb errors, making use of insights
gained from our read disturb error characterization. The key
�ndings from our quantitative characterization are:
• The e�ect of read disturb on threshold voltage distributions

and raw bit error rates increases with both the number of re-
ads to neighboring pages and the number of program/erase
cycles on a block.

• Cells with lower threshold voltages are more susceptible
to errors as a result of read disturb.

• As the pass-through voltage decreases, (1) the read disturb
e�ect of each individual read operation becomes smaller,
but (2) the read errors can increase due to reduced ability
in allowing the read value to pass through the unread cells.

• If a page is recently written, a signi�cant margin within the
ECC correction capability (i.e., the total number of bit errors
it can correct for a single read) is unused (i.e., the page
can still tolerate more errors), which enables the page’s
pass-through voltage to be lowered safely).
We exploit these studies on the relation between the read

disturb e�ect and the pass-through voltage (Vpass), to design
two mechanisms that reduce the reliability impact of read dis-
turb. First, we propose a low-cost dynamic mechanism called
Vpass Tuning, which, for each block, �nds the lowest pass-
through voltage that retains data correctness. Vpass Tuning
extends �ash endurance by exploiting the �nding that a lower
Vpass reduces the read disturb error count. Our evaluations
using real workload traces show that Vpass Tuning extends

�ash lifetime by 21%. Second, we propose Read Disturb Reco-
very (RDR), a mechanism that exploits the di�erences in the
susceptibility of di�erent cells to read disturb to extend the ef-
fective correction capability of error-correcting codes (ECC).
RDR probabilistically identi�es and corrects cells suscepti-
ble to read disturb errors. Our evaluations show that RDR
reduces the raw bit error rate by 36%.

2. Characterizing Read Disturb in
Real NAND Flash Memory Chips

We use an FPGA-based NAND �ash testing platform in
order to characterize read disturb on state-of-the-art �ash
chips [4,5,6,7]. We use the read-retry operation present within
MLC NAND �ash devices to accurately read the cell threshold
voltage [4, 5, 6, 9, 10, 11, 12, 14, 15, 22, 69]. As threshold voltage
values are proprietary information, we present our results
using a normalized threshold voltage, where the nominal value
of Vpass is equal to 512 in our normalized scale, and where 0
represents GND.

One limitation of using commercial �ash devices is the in-
ability to alter the Vpass value, as no such interface currently
exists. We work around this by using the read-retry mecha-
nism, which allows us to change the read reference voltage
Vref one wordline at a time. Since both Vpass and Vref are
applied to wordlines, we can mimic the e�ects of changing
Vpass by instead changing Vref and examining the impact on
the wordline being read. We perform these experiments on
one wordline per block, and repeat them over ten di�erent
blocks.

We present our major �ndings below. For a complete des-
cription of all of our observations, we refer the reader to our
DSN 2015 paper [16].

2.1. Quantifying Read Disturb Perturbations
First, we quantify the amount by which read disturb shifts

the threshold voltage, by measuring threshold voltage values
for unread cells after 0, 250K, 500K, and 1 million read ope-
rations to other cells within the same �ash block. Figure 2a
shows the distribution of the threshold voltages for cells in
a �ash block after 0, 250K, 500K, and 1 million read operati-
ons. Figure 2b zooms in on this to illustrate the distribution
for values in the ER state. We �nd that the magnitude of the
threshold voltage shift for a cell due to read disturb (1) increases
with the number of read disturb operations, and (2) is higher if
the cell has a lower threshold voltage.

2.2. E�ect of Read Disturb on Raw Bit Error Rate
Second, we aim to relate these threshold voltage shifts to

the raw bit error rate (RBER), which refers to the probability
of reading an incorrect state from a �ash cell. We measure
whether �ash cells that are more worn out (i.e., cells that
have been programmed and erased more times) are impacted
di�erently due to read disturb. Figure 3 shows the RBER over
an increasing number of read disturb operations for di�erent
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Figure 3: Raw bit error rate vs. read disturb count under dif-
ferent levels of program and erase (P/E) wear. Reproduced
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amounts of P/E cycle wear (i.e., the amount of wearout in
P/E cycles) on �ash blocks. Each level shows a linear RBER
increase as the read disturb count increases. We �nd that
(1) for a given amount of P/E cycle wear on a block, the raw bit
error rate increases roughly linearly with the number of read
disturb operations, and that (2) the e�ects of read disturb are
greater for cells that have experienced a larger number of P/E
cycles.

2.3. Pass-Through Voltage Impact on
Read Disturb

Third, we show that the cause of read disturb can be re-
duced by reducing (i.e., relaxing) the pass-through voltage
using a circuit-level model of the �ash cell, and verify this
observation using real measurements. Figure 4 shows the
measured change in RBER as a function of the number of
read operations, for selected relaxations of Vpass . Note that
the x-axis uses a log scale. For a �xed number of reads, even a
small decrease in the Vpass value can yield a signi�cant decre-
ase in RBER. As an example, at 100K reads, lowering Vpass by
2% can reduce the RBER by as much as 50%. Conversely, for
a �xed RBER, a decrease in Vpass exponentially increases the
number of tolerable read disturbs. However, decreasing Vpass
can prevent some cells’ values from propagating correctly
along the bitline on a read, as an unread �ash cell transistor
may be incorrectly turned o�, thus generating new errors.
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Figure 4: Raw bit error rate vs. read disturb count for di�e-
rent Vpass values, for �ash memory under 8K program/erase
cycles of wear. Reproduced from [16].

Unlike read disturb errors, these bitline propagation errors
(or read errors) do not alter the threshold voltage of the �ash
cell.

2.4. E�ect of Pass-Through Voltage on
Raw Bit Error Rate

Fourth, setting Vpass to a value slightly lower than the
maximum Vth leads to a trade-o�. On the one hand, it can
substantially reduce the e�ects of read disturb. On the other
hand, it causes a small number of unread cells to incorrectly
stay o� instead of passing through a value, potentially leading
to a read error. Therefore, if the number of read disturb errors
can be dropped signi�cantly by lowering Vpass , the small
number of read errors introduced may be warranted. If too
many read errors occur, we can always fall back to using the
maximum threshold voltage for Vpass without consequence.
Naturally, this trade-o� depends on the magnitude of these
error rate changes. We now explore the gains and costs, in
terms of overall RBER, for relaxing Vpass below the maximum
threshold voltage of a block.

To identify the extent to which relaxing Vpass a�ects the
raw bit error rate, we experimentally sweep over Vpass , re-
ading the data after a range of di�erent retention ages, as
shown in Figure 5. First, we observe that across all of our
studied retention ages, Vpass can be lowered to some degree wit-
hout inducing any read errors. For greater relaxations, though,
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the error rate increases as more unread cells are incorrectly
turned o� during read operations. We also note that, for a
given Vpass value, the additional read error rate is lower if the
read is performed a longer time after the data is programmed
into the �ash (i.e., if the retention age is longer). This is because
of the retention loss e�ect, where cells slowly leak charge
and thus have lower threshold voltage values over time. Na-
turally, as the threshold voltage of every cell decreases, a
relaxed Vpass becomes more likely to correctly turn on the
unread cells.
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Figure 5: Additional raw bit error rate induced by relaxing
Vpass , shown across a range of data retention ages. Reprodu-
ced from [16].

2.5. Error Correction with Reduced
Pass-Through Voltage

Fifth, while we have shown, in Section 3.6 of our DSN
2015 paper [16], that Vpass can be lowered to some degree
without introducing new raw bit errors, we would ideally
like to further decrease Vpass to lower the read disturb impact
more. This can enable �ash devices to tolerate many more
reads. The ECC used for NAND �ash memory can tolerate
an RBER of up to 10–3 [12, 13], which occurs only during
worst-case conditions such as long retention time. Our goal
is to identify how many additional raw bit errors the current
level of ECC provisioning in �ash chips can sustain. Figure 6
shows how the expected RBER changes over a 21-day period
for our tested �ash chip without read disturb, using a block
with 8,000 P/E cycles of wear. An RBER margin (20% of the
total ECC correction capability) is reserved to account for
variations in the distribution of errors and other potential
errors (e.g., program and erase errors). For each retention
age, the maximum percentage of safe Vpass reduction (i.e.,
the lowest value of Vpass at which all read errors can still
be corrected by ECC) is listed on the top of Figure 6. As we
can see, by exploiting the previously-unused ECC correction
capability, Vpass can be safely reduced by as much as 4% when
the retention age is low (less than 4 days).

Our key insight from this study is that a lowered Vpass
can reduce the e�ects of read disturb, and that the read errors
induced from lowering Vpass can be tolerated by the built-in
error correction mechanism within modern �ash controllers.
More results and more detailed analysis are in our DSN 2015
paper [16].
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Figure 6: Overall raw bit error rate and tolerable Vpass re-
duction vs. retention age, for a �ash block with 8K P/E cycles
of wear. Reproduced from [16].

3. Mitigation: Pass-Through Voltage Tuning
To minimize the e�ect of read disturb, we propose a me-

chanism called Vpass Tuning, which learns the minimum pass-
through voltage for each block, such that all data within the
block can be read correctly with ECC. Figure 7 provides an
exaggerated illustration of how the unused ECC capability
changes over the retention period (i.e., the refresh interval).
At the start of each retention period, there are no retention
errors or read disturb errors, as the data has just been resto-
red. In these cases, the large unused ECC capability allows us
to design an aggressive read disturb mitigation mechanism,
as we can safely introduce correctable errors. Thanks to read
disturb mitigation, we can reduce the e�ect of each individual
read disturb, thus lowering the total number of read disturb
errors accumulated by the end of the refresh interval. This
reduction in read disturb error count leads to lower error
count peaks at the end of each refresh interval, as shown in
Figure 7 by the distance between the solid black line and the
dashed red line. Since �ash lifetime is dictated by the number
of data errors (i.e., when the total number of errors exceeds
the ECC correction capability, the �ash device has reached
the end of its life), lowering the error count peaks extends
lifetime by extending the time before these peaks exhaust the
ECC correction capability.
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Error Reduc�on
from Mi�ga�onBlock Refreshed

ECC Correc�on Capability

Figure 7: Exaggerated example of how read disturb mitiga-
tion reduces error rate peaks for each refresh interval. Solid
black line is the unmitigated error rate, and dashed red line is
the error rate after mitigation. (Note that the error rate does
not include read errors introduced by reducing Vpass , as the
unused error correction capability can tolerate errors caused
by Vpass Tuning.) Reproduced from [16].

Our learning mechanism works online and is triggered on
a daily basis. Vpass Tuning can be fully implemented within
the �ash controller, and has two components:
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1. It �rst �nds the size of the ECC margin M (i.e., the unused
correction capability within ECC) that can be exploited to
tolerate additional read errors for each block. In order to do
this, our mechanism discovers the page with approximately
the highest number of raw bit errors.

2. Once it knows the available margin M , our mechanism
calibrates the pass-through voltage Vpass on a per-block
basis to �nd the lowest value of Vpass that introduces no
more than M additional raw errors.
The �rst component of our mechanism must �rst approxi-

mately discover the page with the highest error count, which
we call the predicted worst-case page. After manufacturing,
we statically �nd the predicted worst-case page by program-
ming pseudo-randomly generated data to each page within
the block, and then immediately reading the page to �nd the
error count, as prior work on error analysis has done [8]. For
each block, we record the page number of the page with the
highest error count. Our mechanism obtains the error count,
which we de�ne as our maximum estimated error (MEE), by
performing a single read to this page and reading the er-
ror count provided by ECC (once a day). We conservatively
reserve 20% of the spare ECC correction capability in our
calculations. Thus, if the maximum number of raw bit er-
rors correctable by ECC is C, we calculate the available ECC
margin for a block as M = (1 – 0.2) × C – MEE.

The second component of our mechanism identi�es the
greatest Vpass reduction that introduces no more than M raw
bit errors. The general Vpass identi�cation process requires
three steps:
Step 1: Aggressively reduce Vpass to Vpass – ∆, where ∆ is the
smallest resolution by which Vpass can change.
Step 2: Apply the new Vpass to all wordlines in the block.
Count the number of 0’s read from the page (i.e., the number
of bitlines incorrectly switched o� ) as N . If N ≤ M (recall
that M is the extra available ECC correction margin), the
read errors resulting from this Vpass value can be corrected by
ECC, so we repeat Steps 1 and 2 to try to further reduce Vpass .
If N > M , it means we have reduced Vpass too aggressively,
so we proceed to Step 3 to roll back to an acceptable value of
Vpass .
Step 3: Increase Vpass to Vpass + ∆, and verify that the intro-
duced read errors can be corrected by ECC (i.e., N ≤ M). If
this veri�cation fails, we repeat Step 3 until the read errors
are reduced to an acceptable range.

The implementation can be simpli�ed greatly in practice,
as the error rate changes are relatively slow over time. Over
the course of the seven-day refresh interval, our mechanism
must perform one of two actions each day:
Action 1: When a block is not refreshed, our mechanism
checks once daily if Vpass should increase, to accommodate the
slowly-increasing number of errors due to dynamic factors
(e.g., retention errors, read disturb errors).

Action 2: When a block is refreshed, all retention and read
disturb errors accumulated during the previous refresh inter-
val are corrected. At this time, our mechanism checks how
much Vpass can be lowered by.

Our mechanism repeats the Vpass identi�cation process for
each block that contains valid data to learn the minimum pass-
through voltage we can use. It also repeats the entire Vpass
learning process daily to adapt to threshold voltage chan-
ges due to retention loss [11, 14]. As such, the pass-through
voltage of all blocks in a �ash drive can be �ne-tuned con-
tinuously to reduce read disturb and thus improve overall
�ash lifetime. Our DSN 2015 paper [16] describes this me-
chanism in more detail, and discusses a fallback mechanism
for extreme cases where the additional errors accumulating
between tunings exceed our 20% margin of unused error cor-
rection capability. For more detail, we refer the reader to
Section 4 of our DSN 2015 paper [16].

Our mechanism can reduce Vpass by as much as 4%.
Through a series of optimizations, described in more detail in
Section 4 of our DSN 2015 paper [16], it only incurs an average
daily performance overhead of 24.34 sec for a 512GB SSD,
and uses only 128KB storage overhead to record per-block
data.

We evaluate Vpass Tuning with I/O traces collected from a
wide range of real workloads with di�erent use cases [38, 43,
65, 83, 89]. Figure 8 shows how our mechanism can increase
the endurance (measured as the number of program/erase
cycles that take place before the NAND �ash memory can
no longer be used). We �nd that for a variety of our wor-
kloads, our Vpass tuning mechanism increases �ash memory
endurance by an average of 21.0%, thanks to its success in
reducing the number of raw bit errors that occur due to read
disturb.
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Figure 8: Endurance improvement with Vpass Tuning. Repro-
duced from [16].

4. Read Disturb Oriented Error Recovery
Even if we mitigate the impact of read disturb errors, a

�ash device will eventually exhaust its lifetime. At that point,
some reads will have more raw errors to correct than can be
corrected by ECC, preventing the drive from returning the
correct data to the user. Traditionally, this is referred to as
the point of data loss.

We propose to take advantage of our understanding of
read disturb behavior, by designing a mechanism that can
recover data even after the device has exceeded its lifetime.
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This mechanism, which we call Read Disturb Recovery (RDR),
(1) identi�es �ash cells that are susceptible to generating errors
due to read disturb (i.e., disturb-prone cells), and (2) probabi-
listically corrects the data stored in these cells without the
assistance of ECC. After these probabilistic corrections, the
number of errors for a read will be brought back down, to a
point at which ECC can successfully correct the remaining
errors and return valid data to the user.

To understand why identifying disturb-prone cells can
help with correcting errors, we study why read disturb errors
occur to begin with. Figure 9a shows the state of four �ash
cells before read disturb happens. The two blue cells are
both programmed with a two-bit value of 11, and the two
red cells are programmed with a two-bit value of 00, with
each two-bit value being assigned to a di�erent range of
threshold voltages (Vth). Between each assigned range is
a margin. When read disturb occurs, the blue cells, which
are disturb-prone, experience large Vth shifts upwards, while
the blue cells, which are disturb-resistant, do not shift much,
as shown in Figure 9b. Now that the distributions of these
two-bit values overlap, a read error will occur for these four
cells.
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ER
(11)

P1
(10)
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Vth
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P1
(10)

Va

(a) No read disturb (b) After some read disturb

Figure 9: Vth distributions before and after read disturb. Re-
produced from [16].

Identifying Susceptible Cells. In order to identify
susceptible cells, RDR induces a signi�cant number of ad-
ditional read disturbs (e.g., 100K) within the �ash cells that
contain uncorrectable errors. We do this by characterizing
the degree of the threshold voltage shift (∆Vth) induced by
the additional read disturbs, and comparing the shift to a delta
threshold voltage (∆Vref ) at the intersection of the two proba-
bility density functions. We classify cells with a higher thres-
hold voltage change (∆Vth > ∆Vref ) as disturb-prone cells.
We classify cells with a lower or negative threshold voltage
change (∆Vth < ∆Vref ) as disturb-resistant cells. Section 5.2
of our DSN 2015 paper [16] provides more detailed results
and analysis of disturb-prone and disturb-resistant cells.

Correcting Susceptible Cells. For �ash cells with thres-
hold voltages close to the boundary between two di�erent
data values, RDR predicts that the disturb-prone cells belong
to the lower of the two voltage distributions (ER in Figure 9).
Likewise, disturb-resistant cells near the boundary likely be-
long to the higher voltage distribution (P1 in Figure 9). This
does not eliminate all errors, but decreases the raw bit errors
in disturb-prone cells. RDR attempts to correct the remai-
ning raw bit errors using ECC. Section 5.3 of our DSN 2015
paper [16] provides more detail on the RDR mechanism.

We evaluate how the overall RBER changes when we use
RDR. Fig. 10 shows experimental results for error recovery in
a �ash block with 8,000 P/E cycles of wear. When RDR is app-
lied, the reduction in overall RBER grows with the read disturb
count, from a few percent for low read disturb counts up to 36%
for 1 million read disturb operations. As data experiences a
greater number of read disturb operations, the read disturb
error count contributes to a signi�cantly larger portion of
the total error count, which our recovery mechanism targets
and reduces. We therefore conclude that RDR can provide a
large e�ective extension of the ECC correction capability.
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Figure 10: Raw bit error rate vs. number of read disturb ope-
rations, with and without RDR, for a �ash block with 8,000
P/E cycles of wear. Reproduced from [16].

5. Related Work
We break down related work on NAND �ash memory

(Section 5.1) into six major categories: (1) read disturb error
characterization, (2) NAND �ash memory error characteri-
zation, (3) 3D NAND error characterization, (4) read disturb
error mitigation, (5) voltage optimization, and (6) error reco-
very. We then introduce related work on read disturb errors
in DRAM (Section 5.2) and emerging memory technologies
(Section 5.3).

5.1. Related Works on NAND Flash Memory
Read Disturb Error Characterization. Prior to this

work [16], the read disturb phenomenon for NAND �ash
memory has not been well explored in openly-available li-
terature. Prior work [42] experimentally characterizes and
proposes solutions for read disturb errors in DRAM. The me-
chanisms for disturbance and techniques to mitigate them
are di�erent between DRAM and NAND �ash due to device-
level di�erences [61]. Recent work has characterized concen-
trated read disturb e�ect and �nd that there are more read
disturb errors on the direct neighbors to the page being re-
peatedly read [97]. Recent work has found that read disturb
errors signi�cantly reduce the reliability of unprogrammed
and partially-programmed wordlines within a �ash block,
and can cause security vulnerabilities [15, 67]. These unpro-
grammed and partially programmed wordlines have lower
threshold voltages (e.g., all cells in unprogrammed wordlines
are in erased state), they are more sensitive to read disturb ef-
fect. When the wordlines are fully-programmed, NAND �ash
memory chip cannot correct any of these read disturb errors
and thus program the misread �ash cells into an incorrect
state.
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NAND Flash Memory Error Characterization. There
are many past works from us and other research groups that
analyze many di�erent types of NAND �ash memory er-
rors in MLC, planar NAND �ash memory, including P/E cy-
cling errors [9, 52, 59, 68, 72], programming errors [15, 52, 72],
cell-to-cell program interference errors [9, 11, 14], retention
errors [9, 10, 12, 59, 68], and read disturb errors [16, 59, 68],
and propose many di�erent mitigation mechanisms. These
works complement our DSN 2015 paper. A survey of these
works (and many other related ones) can be found in our
recent works [4, 5, 6]. These works characterize how raw bit
error rate and threshold voltage change over various types
of noise. Our recent work characterizes the same types of
errors in TLC, planar NAND �ash memory and has similar
�ndings [4,5,6]. Thus, we believe that most of the �ndings on
MLC NAND �ash memory can be generalized to any types
of planar NAND �ash memory devices (e.g., SLC, MLC, TLC,
or QLC). Recent work has also studied SSD errors in the �eld,
and has shown the system-level implications of these errors
to large-scale data centers [56, 66, 77].
3D NAND Error Characterization. Recently, manu-

facturers have begun to produce SSDs that contain three-
dimensional (3D) NAND �ash memory [33, 37, 57, 58, 70, 96].
In 3D NAND �ash memory, multiple layers of �ash cells are
stacked vertically to increase the density and to improve
the scalability of the memory [96]. In order to achieve this
stacking, manufacturers have changed a number of under-
lying properties of the �ash memory design. However, the in-
ternal organization of a �ash block remains unchanged. Thus,
read disturb errors are similar in 3D NAND �ash memory.
But the rate of read disturb errors are signi�cantly reduced
in today’s 3D NAND because it currently uses a larger manu-
facturing process technology [23, 25]. We refer the reader to
our prior work for a more detailed comparison between 3D
NAND and planar NAND [4, 5, 6]. Recent work characterizes
the latency and raw bit error rate of 3D NAND devices based
on �oating gate cells [94] and make similar observations as
in planar NAND devices based on �oating gate cells. Recent
work has reported several di�erences between 3D NAND
and planar NAND through circuit level measurements. These
di�erences include 1) smaller program variation at high P/E
cycle [70], 2) smaller program interference [70], 3) early re-
tention loss [17, 17, 60]. We characterize the impact of dwell
time, i.e., idle time between consecutive program cycles, and
environment temperature on the retention loss speed and pro-
gramming accuracy in 3D charge trap NAND �ash cells [53].
The �eld (both academia and industry) is currently in much
need of rigorous experimental characterization and analysis
of 3D NAND �ash memory devices.
Read Disturb Error Mitigation. Prior work proposes to

mitigate read disturb errors by caching recently read data to
avoid a read operation [85]. Prior work also proposes to miti-
gate read disturb errors using an idea similar to remapping-
based refresh [12], known as read reclaim. The key idea

of read reclaim is to remap the data in a block to a new
�ash block, if the block has experienced a high number of re-
ads [21,29,30,40]. To bound the number of read disturb errors,
some �ash vendors specify a maximum number of tolerable
reads for a �ash block, at which point read reclaim rewrites
the data to a new block (just as is done for remapping- based
refresh).

Two mechanisms are currently being implemented within
Ya�s (Yet Another Flash File System) to handle read disturb
errors, though they are not yet available [54]. The �rst mecha-
nism is similar to read reclaim [29], where a block is rewritten
after a �xed number of page reads are performed to the block
(e.g., 50,000 reads for an MLC chip). The second mechanism
periodically inserts an additional read (e.g., a read every 256
block reads) to a page within the block, to check whether that
page has experienced a read disturb error, in which case the
page is copied to a new block.

Recent work proposes to remap read-hot pages to blocks
con�gured as SLC, which are resistant to read disturb [48,100].
Ha et al. combine this read-hot page mapping technique with
our Vpass Tuning technique and read reclaim [30] to further
reduce read disturb errors. This shows that the techniques
proposed by prior work are orthogonal to our read disturb
mitigation techniques, and can be combined with our work
for even greater protection.
Voltage Optimization. While the pass-through voltage

optimization is speci�c to read disturb error mitigation, a
few works that propose optimizing the read reference voltage
have the same spirit [11, 14, 68]. Cai et al. propose a techni-
que to calculate the optimal read reference voltage from the
mean and variance of the threshold voltage distributions [14],
which are characterized by the read-retry technique [9]. The
cost of such a technique is relatively high, as it requires perio-
dically reading �ash memory with all possible read reference
voltages to discover the threshold voltage distributions. Pa-
pandreou et al. propose to apply a per-block close-to-optimal
read reference voltage by periodically sampling and avera-
ging 6 OPTs within each block, learned by exhaustively trying
all possible read reference voltages [68]. In contrast, ROR
can �nd the actual optimal read reference voltage at a much
lower latency, thanks to the new �ndings and observations
in our DSN 2015 paper [10]. We already showed in our DSN
2015 paper that ROR greatly outperforms naive read-retry,
which is signi�cantly simpler than the mechanism proposed
in [68].

Recently, Luo et al. propose to accurately predict the op-
timal read reference voltage using an online �ash channel
model for each chip learned online [52]. Cai et al. proposes
a new technique called Vpass tuning, which tunes the pass-
through voltage, i.e., a high reference voltage applied to turn
on unread cells in a block, to mitigate read disturb errors [16].
Du et al. proposes to tune the optimal read reference volta-
ges for ECC code soft decoding to improve ECC correction
capability [20]. Fukami et al. proposes to use read-retry to

7

88



improve the reliability of chip-o� forensic analysis of NAND
�ash memory devices [22].
Error Recovery. To our knowledge, no prior work other

than our DSN 2015 paper can recover the data from an uncor-
rectable error that is beyond the error correction capability
of ECC caused by read disturb [16]. We have proposed a
mechanism called RFR to opportunistically recover from un-
correctable data retention errors [4, 5, 6, 16]. RFR, similar to
RDR proposed in this work, identi�es fast- and slow-leaking
cells, rather than disturb-prone and disturb-resistant cells,
and probabilistically correct uncorrectable retention errors
o�ine.

5.2. Read Disturb Errors in DRAM
Commodity DRAM chips that are sold and used in the �eld

today exhibit read disturb errors [42], also called RowHam-
mer-induced errors [61], which are conceptually similar to
the read disturb errors found in NAND �ash memory. Repe-
atedly accessing the same row in DRAM can cause bit �ips
in data stored in adjacent DRAM rows. In order to access
data within DRAM, the row of cells corresponding to the
requested address must be activated (i.e., opened for read
and write operations). This row must be precharged (i.e., clo-
sed) when another row in the same DRAM bank needs to be
activated. Through experimental studies on a large number
of real DRAM chips, we show that when a DRAM row is
activated and precharged repeatedly (i.e., hammered) enough
times within a DRAM refresh interval, one or more bits in
physically-adjacent DRAM rows can be �ipped to the wrong
value [42].

We tested 129 DRAM modules manufactured by three
major manufacturers (A, B, and C) between 2008 and 2014,
using an FPGA-based experimental DRAM testing infrastruc-
ture [31] (more detail on our experimental setup, along with
a list of all modules and their characteristics, can be found in
our original RowHammer paper [42]). Figure 11 shows the
rate of RowHammer errors that we found, with the 129 modu-
les that we tested categorized based on their manufacturing
date. We �nd that 110 of our tested modules exhibit RowHam-
mer errors, with the earliest such module dating back to 2010.
In particular, we �nd that all of the modules manufactured
in 2012–2013 that we tested are vulnerable to RowHammer.
Like with many NAND �ash memory error mechanisms, es-
pecially read disturb, RowHammer is a recent phenomenon
that especially a�ects DRAM chips manufactured with more
advanced manufacturing process technology generations.

Figure 12 shows the distribution of the number of rows
(plotted in log scale on the y-axis) within a DRAM module
that �ip the number of bits along the x-axis, as measured for
example DRAM modules from three di�erent DRAM manu-
facturers [42]. We make two observations from the �gure.
First, the number of bits �ipped when we hammer a row
(known as the aggressor row) can vary signi�cantly within
a module. Second, each module has a di�erent distribution
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Figure 11: RowHammer error rate vs. manufacturing dates
of 129 DRAMmodules we tested. Reproduced from [42].

of the number of rows. Despite these di�erences, we �nd
that this DRAM failure mode a�ects more than 80% of the
DRAM chips we tested [42]. As indicated above, this read
disturb error mechanism in DRAM is popularly called Row-
Hammer [61].
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Figure 12: Number of victim cells (i.e., number of bit errors)
when an aggressor row is repeatedly activated, for three re-
presentative DRAM modules from three major manufactu-
rers. We label the modules in the format Xyyww

n , where X is
the manufacturer (A, B, or C), yyww is the manufacture year
(yy) and week of the year (ww), and n is the number of the
selected module. Reproduced from [42].

Various recent works show that RowHammer can be
maliciously exploited by user-level software programs to
(1) induce errors in existing DRAM modules [42, 61] and
(2) launch attacks to compromise the security of various sy-
stems [2, 3, 27, 28, 34, 61, 74, 76, 78, 79, 90, 93]. For example,
by exploiting the RowHammer read disturb mechanism, a
user-level program can gain kernel-level privileges on real
laptop systems [78, 79], take over a server vulnerable to Ro-
wHammer [28], take over a victim virtual machine running
on the same system [2], and take over a mobile device [90].
Thus, the RowHammer read disturb mechanism is a prime
(and perhaps the �rst) example of how a circuit-level failure
mechanism in DRAM can cause a practical and widespread
system security vulnerability.

Note that various solutions to RowHammer exist [41,42,61],
but we do not discuss them in detail here. Our recent
work [61] provides a comprehensive overview. A very pro-
mising proposal is to modify either the memory controller
or the DRAM chip such that it probabilistically refreshes the
physically-adjacent rows of a recently-activated row, with
very low probability. This solution is called Probabilistic Ad-
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jacent Row Activation (PARA) [42]. Our prior work shows
that this low-cost, low-complexity solution, which does not
require any storage overhead, greatly closes the RowHammer
vulnerability [42].

The RowHammer e�ect in DRAM worsens as the manufac-
turing process scales down to smaller node sizes [42,61,62,63].
More �ndings on RowHammer, along with extensive expe-
rimental data from real DRAM devices, can be found in our
prior works [41, 42, 61].

5.3. Errors in Emerging Memory Technologies

Emerging nonvolatile memories [55], such as phase-change
memory (PCM) [45, 46, 47, 75, 92, 95, 99], spin-transfer torque
magnetic RAM (STT-RAM or STT-MRAM) [44, 64], metal-
oxide resistive RAM (RRAM) [91], and memristors [18, 84], are
expected to bridge the gap between DRAM and NAND-�ash-
memory-based SSDs, providing DRAM-like access latency
and energy, and at the same time SSD-like large capacity and
nonvolatility (and hence SSD-like data persistence). While
their underlying designs are di�erent from DRAM and NAND
�ash memory, these emerging memory technologies have
been shown to exhibit similar types of errors.

PCM-based devices are expected to have a limited lifetime,
as PCM can only endure a certain number of writes [45,75,92],
similar to the P/E cycling errors in SSDs (though PCM’s write
endurance is higher than that of SSDs). PCM su�ers from
(1) resistance drift [32, 73, 92], where the resistance used to
represent the value becomes higher over time (and eventu-
ally can introduce a bit error), similar to how charge leakage
in NAND �ash memory and DRAM lead to retention errors
over time; and (2) write disturb [35], where the heat gene-
rated during the programming of one PCM cell dissipates
into neighboring cells and can change the value that is stored
within the neighboring cells, similar in concept to cell-to-cell
program interference in NAND �ash memory.

STT-RAM su�ers from (1) retention failures, where the
value stored for a single bit (as the magnetic orientation of
the layer that stores the bit) can �ip over time [36,82,86]; and
(2) read disturb (a conceptually di�erent phenomenon from
the read disturb in DRAM and �ash memory), where reading
a bit in STT-RAM can inadvertently induce a write to that
same bit [64].

Due to the nascent nature of emerging nonvolatile memory
technologies and the lack of availability of large-capacity de-
vices built with them, extensive and dependable experimental
studies have yet to be conducted on the reliability of real PCM,
STT-RAM, RRAM, and memristor chips. However, we believe
that error mechanisms conceptually or abstractly similar to
those for �ash memory and DRAM are likely to be preva-
lent in emerging technologies as well (as supported by some
recent studies [1, 35, 39, 64, 80, 81, 98]), albeit with di�erent
underlying mechanisms and error rates.

6. Signi�cance
Our DSN 2015 paper [16] is the �rst openly-available

work to (1) characterize the impact of read disturb errors
on commercially-available NAND �ash memory devices, and
(2) propose novel solutions to the read disturb errors that
minimize them or recover them after error occurrence. We
believe that our characterization results, analyses, and me-
chanisms can have a wide impact on future research on read
disturb and NAND �ash memory reliability.

6.1. Long-Term Impact

As �ash devices continue to become more pervasive,
there is renewed concern about the fewer number of wri-
tes that these �ash devices can endure as they continue to
scale [19, 29, 54]. This lower write endurance is a result of
the larger number of errors introduced from manufacturing
process technology scaling, and the use of multi-level cell
technology. Today’s planar NAND �ash devices can endure
only on the order of 100 program and erase cycles [71] wit-
hout the assistance of aggressive error mitigation techniques
such as data refresh [12, 50].

While there are several solutions for other types of NAND
�ash memory errors, read disturb has in the past been largely
neglected because it has only become a signi�cant problem
at these smaller process technology nodes [29, 54]. Our work
has the potential to change this relative lack of attention to
read disturb for several reasons:
• We demonstrate on existing devices that read disturb is a

signi�cant problem today, and that it contributes a large
number of errors that further reduce NAND �ash memory
endurance.

• We provide key insights as to why these errors occur, as
well as why they will only worsen as technology scaling
progresses.

• We show that it is possible to develop lightweight solutions
that can alleviate the impact of read disturb.
Unfortunately, unless error mitigation techniques for read

disturb are deployed in production NAND �ash memory,
read disturb will continue to negatively impact �ash lifetime.
While today’s 3D NAND �ash devices use larger process
technologies that are less prone to read disturb e�ects [6,
51], future 3D NAND �ash chips are expected to return to
using smaller process technologies that remain susceptible
to read disturb, as manufacturers continue to aggressively
increase �ash device densities [24, 88, 96]. With �ash devices
expected to remain a large component of the storage market
for the foreseeable future, and with continued demand for
higher �ash densities, we expect that our work on read disturb
can inspire manufacturers and researchers to adopt e�ective
solutions to the read disturb problem.

The recovery mechanism that we propose, RDR, provides a
new protective scheme for data storage that people have not
considered before. Today, an increasingly larger volume of
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data is stored in data centers belonging to cloud service pro-
viders, who must provide a strong guarantee of data integrity
for their end users. With �ash storage continuing to expand
in data centers [56, 66, 77], RDR (as well as other recovery
solutions that RDR might inspire) can reduce the probabi-
lity of unrecoverable data loss for high-density storage. In
fact, the availability of a recovery mechanism like RDR can
also in�uence more data centers to adopt �ash memory for
storage.

6.2. New Research Directions
In our DSN 2015 paper [16], we present a number of new

quantitative results on the impact of read disturb errors on
NAND �ash reliability, as well as how several key factors af-
fect the number of errors induced by read disturb, such as the
pass-through voltage, the number of program/erase cycles,
and the retention age. Such a detailed characterization was
not openly available in the past. We believe that by releasing
our characterization data, researchers in both academia and
industry will be able to use the data to develop further mecha-
nisms for read disturb recovery and mitigation. In addition,
by exposing the importance of the read disturb problem in
contemporary NAND �ash devices, we expect that our work
will draw more attention to the problem, and will inspire
other researchers to further characterize and understand the
read disturb phenomenon.

In fact, one of our recent works builds on our DSN 2015
paper and shows that read disturb errors can potentially cause
security vulnerabilities in modern SSDs [15].

We also expect that RDR, our recovery approach, will in-
spire researchers to design other data recovery mechanisms
for NAND �ash memory that also leverage the intrinsic pro-
perties of �ash devices. To our knowledge, our new data
recovery mechanism is the �rst to do so, by discovering and
exploiting the variation in read disturb shifts that arise from
the underlying process variation within a �ash chip.

7. Conclusion
We provide the �rst detailed experimental characterization

of read disturb errors for 2Y-nm MLC NAND �ash memory
chips. We �nd that bit errors due to read disturb are much
more likely to take place in cells with lower threshold volta-
ges, as well as in cells with greater wear. We also �nd that
reducing the pass-through voltage can e�ectively mitigate
read disturb errors. Using these insights, we propose (1) a mi-
tigation mechanism, called Vpass Tuning, which dynamically
adjusts the pass-through voltage for each �ash block online
to minimize read disturb errors, and (2) an error recovery
mechanism, called Read Disturb Recovery, which exploits the
di�erences in susceptibility of di�erent cells to read disturb,
to probabilistically correct read disturb errors. We hope that
our characterization and analysis of the read disturb pheno-
menon enables the development of other error mitigation
and tolerance mechanisms, which will become increasingly

necessary as continued �ash memory scaling leads to greater
susceptibility to read disturb. We also hope that our results
will motivate NAND �ash manufacturers to add pass-through
voltage controls to next-generation chips, allowing �ash con-
troller designers to exploit our �ndings and design controllers
that tolerate read disturb more e�ectively.
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This paper summarizes our work on experimentally analy-
zing, exploiting, and addressing vulnerabilities in multi-level
cell NAND �ash memory programming, which was published
in the industrial session of HPCA 2017 [9], and examines the
work’s signi�cance and future potential. Modern NAND �ash
memory chips use multi-level cells (MLC), which store two bits
of data in each cell, to improve chip density. As MLC NAND
�ash memory scaled down to smaller manufacturing process
technologies, manufacturers adopted a two-step programming
method to improve reliability. In two-step programming, the
two bits of a multi-level cell are programmed using two separate
steps, in order to minimize the amount of cell-to-cell program
interference induced on neighboring �ash cells.
In this work, we demonstrate that two-step programming

exposes new reliability and security vulnerabilities in state-of-
the-art MLC NAND �ash memory. We experimentally cha-
racterize contemporary 1X-nm (i.e., 15–19nm) �ash memory
chips, and �nd that a partially-programmed �ash cell (i.e., a
cell where the second programming step has not yet been per-
formed) is much more vulnerable to cell-to-cell interference and
read disturb than a fully-programmed cell. We show that it
is possible to exploit these vulnerabilities on solid-state drives
(SSDs) to alter the partially-programmed data, causing (poten-
tially malicious) data corruption. Based on our observations,
we propose several new mechanisms that eliminate or mitigate
these vulnerabilities in partially-programmed cells, and at the
same time increase �ash memory lifetime by 16%.

1. Introduction
Solid-state drives (SSDs), which consist of NAND �ash

memory chips, are widely used for storage today due to sig-
ni�cant decreases in the per-bit cost of NAND �ash memory,
which, in turn, have driven great increases in SSD capacity.
These improvements have been enabled by both aggressive
process technology scaling and the development of multi-
level cell (MLC) technology. NAND �ash memory stores data
by changing the threshold voltage of each �ash cell, where a
cell consists of a �oating-gate transistor [44, 74, 81]. In single-
level cell (SLC) �ash memory, the threshold voltage range
could represent only a single bit of data. A multi-level cell
uses the same threshold voltage range to represent two bits
of data within a single cell (i.e., the range is split up into four
windows, known as states, where each state represents one
of the data values 00, 01, 10, or 11), thereby doubling storage
capacity [11,20,37,63,92,114]. In a NAND �ash memory chip,

a row of cells is connected together by a common wordline,
which typically spans 32K–64K cells. Each wordline contains
two pages of data, where a page is the granularity at which
the data is read and written (i.e., programmed). The most
signi�cant bits (MSBs) of all cells on the same wordline are
combined to form an MSB page, and the least signi�cant bits
(LSBs) of all cells on the wordline are combined to form an
LSB page [13].

To precisely control the threshold voltage of a �ash cell, the
�ash memory device uses incremental step pulse programming
(ISPP) [20, 37, 63, 114]. ISPP applies multiple short pulses of
a high programming voltage to each cell in the wordline
being programmed, with each pulse increasing the threshold
voltage of the cell by some small amount. SLC and older
MLC devices programmed the threshold voltage in one shot,
issuing all of the pulses back-to-back to program both bits
of data at the same time. However, as �ash memory scales
down to smaller technology nodes, the distance between
neighboring �ash cells decreases, which in turn increases the
program interference that occurs due to cell-to-cell coupling.
This program interference causes errors to be introduced into
neighboring cells during programming [13,16,29,66,68,92]. To
reduce this interference by half [13], manufacturers have been
using two-step programming for MLC NAND �ash memory
since the 40nm technology node [92]. A large fraction of
SSDs on the market today use sub-40nm MLC NAND �ash
memory.

Two-step programming stores each bit within an MLC �ash
memory cell using two separate, partial programming steps,
as shown in Figure 1. An unprogrammed cell starts in the era-
sed (ER) state. The �rst programming step programs the LSB
page: for each �ash cell within the page, the cell is partially
programmed depending on the LSB being written to the cell.
If the LSB of the cell should be 0, the cell is programmed into
a temporary program state (TP); otherwise, it remains in the
ER state. The maximum voltage of a partially-programmed
cell is approximately half of the maximum possible thres-
hold voltage of a fully-programmed �ash cell. In its second
step, two-step programming programs the MSB page: it reads
the LSB value into a bu�er inside the �ash chip (called the
internal LSB bu�er) to determine the partially-programmed
state of the cell’s threshold voltage, and then partially pro-
grams the cell again, depending on whether the MSB of the
cell is a 0 or a 1. The second programming step moves the
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threshold voltage from the partially-programmed state to
the desired �nal state (i.e., ER, P1, P2, or P3). By breaking
MLC programming into two separate steps, manufacturers
halve the program interference of each programming opera-
tion [13, 68]. The SSD controller employs shadow program
sequencing [6, 7, 8, 13, 25, 91], which interleaves the partial
programming steps of a cell with the partial programming
steps of neighboring cells to ensure that a fully-programmed
cell experiences interference only from a single neighboring
partial programming step.1
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Figure 1: Starting (after erase), temporary (after LSB pro-
gramming), and �nal (after MSB programming) states for
two-step programming. Reproduced from [9].

2. Error Sources in Two-Step Programming

In our HPCA 2017 paper [9], we demonstrate that two-step
programming introduces new possibilities for �ash memory
errors that can corrupt some of the data stored within �ash
cells without accessing them, and that these errors can be
exploited to design malicious attacks. As there is a delay
between programming the LSB and the MSB of a single cell
due to the interleaved writes to neighboring cells, raw bit
errors can be introduced into the already-programmed LSB
page before the MSB page is programmed. These errors can
cause a cell to be programmed to an incorrect state in the
second programming step. During the second step, both the
MSB and LSB of each cell are required to determine the �nal
target threshold voltage of the cell. As shown in Figure 2,
the data to be programmed into the MSB is loaded from the
SSD controller to the internal MSB bu�er ( 1 in the �gure).
Concurrently, the LSB data is loaded into the internal LSB
bu�er from the �ash memory wordline ( 2 ). By bu�ering the
LSB data inside the �ash chip and not in the SSD controller,
�ash manufacturers avoid data transfer between the chip and
the controller during the second programming step, thereby
reducing the step’s latency. Unfortunately, this means that
the errors loaded from the internal LSB bu�er cannot be cor-
rected as they would otherwise be during a read operation,
because the error correction (ECC) engine resides only in-
side the controller ( 3 ), and not inside the �ash chip. As a
result, the �nal cell voltage can be incorrectly set during MSB
programming, permanently corrupting the LSB data.

1We refer the reader to our prior works [6, 7, 8, 9, 11, 12, 14, 14, 15, 16, 17,
18,72] for a detailed background on NAND �ash memory. Our recent survey
paper [6, 7, 8] provides an extensive survey of the state-of-the-art in NAND
�ash memory.
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Figure 2: In the second step of two-step programming, LSB
data does not go to the controller, and is not corrected when
read into the internal LSB bu�er, resulting in program errors.
Reproduced from [9].

We brie�y discuss two sources of errors that can corrupt
LSB data, and characterize their impact on real state-of-the-
art 1X-nm (i.e., 15-19nm) MLC NAND �ash chips. We perform
our characterization using an FPGA-based �ash testing plat-
form [10,11] that allows us to issue commands directly to raw
NAND �ash memory chips. In order to determine the thres-
hold voltage stored within each cell, we use the read-retry
mechanism built into modern SSD controllers [13,17,108,130].
Throughout this work, we present normalized voltage values,
as actual voltage values are proprietary information to �ash
manufacturers. Our complete characterization results can be
found in our HPCA 2017 paper [9].

2.1. Cell-to-Cell Program Interference
The �rst error source, cell-to-cell program interference,

introduces errors into a �ash cell when neighboring cells
are programmed, as a result of parasitic capacitance cou-
pling [6,7,8,13,16,28,29,32,68]. While two-step programming
reduces program interference for fully-programmed cells, we
�nd that interference during two-step programming is a sig-
ni�cant error source for partially-programmed cells. As an
example, we look at a �ash block in the commonly-used all-
bit-line (ABL) �ash architecture [13,19,20], which is shown in
Figure 3. After the LSB page on Wordline 1 (Page 1 in Figure 3)
is programmed, the next two pages that are programmed (Pa-
ges 2 and 3) reside on directly-adjacent wordlines. Therefore,
before the MSB page on Wordline 1 (Page 4) is programmed,
the LSB page (Page 1) could be susceptible to program interfe-
rence when Pages 2 and 3 are programmed.

Internal
MSB Buffer

Page 0 (LSB)

Page 1 (LSB)
Page 2 (MSB)

Page 3 (LSB)
Page 4 (MSB)

Page 6 (MSB)

Internal
LSB Buffer

MSB 1

LSB 1

.  .  .

.  .  .

.  .  .

.  .  .

Wordline
Wordline 1

Flash Cell

Bitline

MSB 0

LSB 0

MSB n

LSB n

Wordline 0

Wordline 2

Figure 3: Internal architecture of a block of all-bit-line (ABL)
�ash memory. Reproduced from [9].

Figure 4 shows the measured raw bit error rate for Page 1
in real NAND �ash memory devices after four di�erent times,
normalized to the error rate just after Page 1 is programmed:
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A. Just after Page 1 is programmed (no interference),
B. Page 2 is programmed with pseudo-random data,
C. Pages 2 and 3 are programmed with pseudo-random data,
D. Pages 2 and 3 are programmed with a data pattern that

induces the worst-case program interference.
We observe that the amount of interference is especially high
when Pages 2 and 3 in Figure 3 are written with the worst-case
data pattern, after which the raw bit error rate of Page 1 is
4.9x the rate before interference. Note that the worst-case data
pattern that we write to Pages 2 and 3 requires no knowledge
of the data stored within Page 1 [9].
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Figure 4: Normalized raw bit error rate of partially-
programmed Page 1, before and after cell-to-cell program in-
terference. Adapted from [9].

2.2. Read Disturb
The second error source, read disturb, disrupts the contents

of a �ash cell when another cell is read [6, 7, 8, 18, 28, 32, 35,
77, 90, 115]. NAND �ash memory cells are organized into
multiple �ash blocks (two-dimensional cell arrays), where
each block contains a set of bitlines that connect multiple
�ash cells in series. To accurately read the value from one
cell, the SSD controller applies a pass-through voltage to turn
on the unread cells on the bitline, which allows the value
to propagate through the bitline. Unfortunately, this pass-
through voltage induces a weak programming e�ect on an
unread cell: it slightly increases the cell threshold voltage [6,
7,8,18]. As more neighboring cells within a block are read, an
unread cell’s threshold voltage can increase enough to change
the data value stored in the cell [6, 7, 8, 18, 35, 90]. In two-step
programming, a partially-programmed cell is more likely to
have a lower threshold voltage than a fully-programmed cell,
and the weak programming e�ect is stronger on cells with
a lower threshold voltage. Measuring errors in real NAND
�ash memory devices, we �nd that the raw bit error rates for
an LSB page in a partially-programmed or unprogrammed
wordline is an order of magnitude greater than the rate for an
LSB page in a fully-programmed wordline. However, existing
read disturb management solutions are designed to protect
fully-programmed cells [18, 31, 35, 36, 52, 105], and o�er little
mitigation for partially-programmed cells.

3. Exploiting Two-Step Programming Errors
Two major issues arise from the program interference and

read disturb vulnerabilities of partially-programmed and un-
programmed cells. First, the vulnerabilities induce a large
number of errors on these cells, exhausting the SSD’s error

correction capacity and limiting the SSD lifetime. Second,
the vulnerabilities can potentially allow (malicious) applica-
tions to aggressively corrupt and change data belonging to
other programs and further hurt the SSD lifetime. We present
two example sketches of potential exploits in our HPCA 2017
paper [9], which we brie�y summarize here.

3.1. Sketch of Program Interference Based Exploit
In this exploit, a malicious application can induce a signi�-

cant amount of program interference onto a �ash page that
belongs to another, benign victim application, corrupting the
page and shortening the SSD lifetime. Recall from Section 2.1
that writing the worst-case data pattern can induce 4.9x the
number of errors into a neighboring page (with respect to
an interference-free page). The goal of this exploit is for a
malicious application to write this worst-case data pattern
in a way that ensures that the page that is disrupted belongs
to the victim application, and that the page that is disrup-
ted experiences the greatest amount of program interference
possible. Figure 5 illustrates the contents of the pages within
neighboring 8KB wordlines (rows of �ash cells within a block).
The SSD controller uses shadow program sequencing to inter-
leave partial programming steps to pages in ascending order
of the page numbers shown on the left side of the �gure. A
malicious application can write a small 16KB �le with all 1s
to prepare for the attack ( 1 in the �gure), and then waits
for the victim application to write its data to Wordline n ( 2 ).
Once the victim writes its data, the malicious application then
writes all 0s to a second 16KB �le ( 3a and 3b ). This induces
the largest possible change in voltage on the victim data, and
can be used to �ip bits within the data. In our HPCA 2017 pa-
per [9], we discuss how a malicious application can (1) work
around SSD scrambling and (2) monitor victim application
data writes.

Wordline n – 2
Malicious File A (all 1s)

Page 2n (MSB)
Wordline n – 1

Malicious File B (all 0s)
Malicious File A (all 1s)

Wordline n
Page Under Attack (Victim)

Wordline n + 1
Malicious File B (all 0s)

Page 2n – 3 (LSB)

Page 2n – 2 (MSB)

Page 2n – 5 (LSB)

Page 2n + 4 (MSB)

Page 2n + 1 (LSB)

Page 2n + 2 (MSB)

Page 2n – 1 (LSB) 2

1

3a

3b

Figure 5: Layout of data within a �ash block during a pro-
gram interference based exploit. Reproduced from [9].

3.2. Sketch of Read Disturb Based Exploit
In this exploit, a malicious application can induce a signi�-

cant amount of read disturb onto several �ash pages that
belong to other, benign victim applications. Recall from
Section 2.2 that the error rate after read disturb for an LSB
page in a partially-programmed wordline is an order of mag-
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nitude greater than the error rate for an LSB page in a fully-
programmed wordline. The goal of this exploit is for a mali-
cious application to quickly perform a large number of read
operations in a very short amount of time, to induce read
disturb errors that corrupt both pages already written to
partially-programmed wordlines and pages that have yet to
be written. The malicious application writes an 8KB �le, with
arbitrary data, to the SSD. Immediately after the �le is written,
the malicious application repeatedly forces the �le system
to send a new read request to the SSD. Each request induces
read disturb on the other wordlines within the �ash block,
causing the cell threshold voltages of these wordlines to in-
crease. After the malicious application �nishes performing
the repeated read requests, a victim application writes data
to a �le. As the SSD is unaware that an attack took place,
it does not detect that the data cannot be written correctly
due to the increased cell threshold voltages. As a result, bit
�ips can occur in the victim application’s data. Unlike the
program interference exploit, which attacks a single page, the
read disturb exploit can corrupt multiple pages with a single
attack, and the corruption can a�ect pages written at a much
later time than the attack if the host write rate is low.

4. Protection and Mitigation Mechanisms

We propose three mechanisms to eliminate or mitigate
the program interference and read disturb vulnerabilities of
partially-programmed and unprogrammed cells due to two-
step programming. Table 1 summarizes the cost and bene�ts
of each mechanism. We brie�y discuss our three mechanisms
here, and provide more detail on them in our HPCA 2017
paper [9].
Table 1: Summary of our proposed protection mechanisms.
Reproduced from [9].

Mechanism Protects Overhead Error Rate
Against Reduction

Bu�ering LSB Data interference 2MB storage 100%in the Controller read disturb 1.3–15.7% latency
Adaptive LSB Read interference 64B storage 21–33%Reference Voltage read disturb 0.0% latency

Multiple Pass-Through read disturb 0B storage 72%Voltages 0.0% latency

Our �rst mechanism bu�ers LSB data in the SSD controller,
eliminating the need to read the LSB page from �ash memory
at the beginning of the second programming step, thereby
completely eliminating the vulnerabilities. It maintains a copy
of all partially-programmed LSB data within DRAM bu�ers
that exist in the SSD near the controller. Doing so ensures
that the LSB data is read without any errors from the DRAM
bu�er, where it is free from the vulnerabilities (instead of
from the �ash memory, where it incurs errors that are not
corrected), in the second programming step. Figure 6 shows a
�owchart of our modi�ed two-step programming algorithm.
This solution increases the programming latency of the �ash
memory by 4.9% in the common case, due to the long latency

of sending the LSB data from the controller to the internal
LSB bu�er inside �ash memory.

A: Send LSB 
data to internal

LSB buffer

YES

Step 1

Step 2

B: Keep copy
of LSB in

DRAM buffer
Program
LSB page

C: Is LSB
in DRAM 
buffer?

E: Send LSB 
data to internal

LSB buffer

D: Retrieve 
LSB data from 
DRAM buffer F: Send MSB 

data to internal
MSB buffer

G: Retrieve LSB 
data from
flash chip

NO H: Correct LSB 
data using
ECC engine

Program
MSB page

Figure 6: Modi�ed two-step programming, using a DRAM
bu�er for LSB data (modi�cations shown in shaded boxes).
Reproduced from [9].

The two other mechanisms that we develop largely miti-
gate (but do not fully eliminate) the probability of two-step
programming errors at much lower latency impact. Our se-
cond mechanism adapts the LSB read operation to account
for threshold voltage changes induced by program interfe-
rence and read disturb. It adaptively learns an optimized
read reference voltage for LSB data, lowering the probability
of an LSB read error. Our third mechanism greatly redu-
ces the errors induced during read disturb, by customizing
the pass-through voltage for unprogrammed and partially-
programmed �ash cells. State-of-the-art SSDs apply a sin-
gle pass-through voltage (Vpass) to all of the unread cells, as
shown in Figure 7a. This leaves a large gap between the
pass-through voltage and the threshold voltage of a partially-
programmed or unprogrammed cell, which greatly increases
the impact of read disturb [9, 18]. To minimize this gap, and,
thus, the impact of read disturb, we propose to use three
pass-through voltages, as shown in Figure 7b: V erase

pass for un-
programmed cells, V partial

pass for partially-programmed cells,
and the same pass-through voltage as before (Vpass) for fully-
programmed cells. This mechanism decreases the number of
errors induced by read operations to neighboring cells by 72%,
which translates to a 16% increase in NAND �ash memory
lifetime (see Section 6.3 of our HPCA 2017 paper [9] for more
detail).

We conclude that, by eliminating or reducing the probabi-
lity of introducing errors during two-step programming, our
solutions completely close or greatly reduce the exposure to
reliability and security vulnerabilities.

ER TP

ER P1 P2 P3
Vth

ER
VpassLARGE GAP

(a)

Unprogrammed

Partially
Programmed

Fully
Programmed

ER TP

ER P1 P2 P3
Vth

ER
Vpass

Vpass
partial

Vpass
erase

(b)

Figure 7: (a) Applying single Vpass to all unread wordlines;
(b) Ourmultiple pass-through voltagemechanism, where dif-
ferent voltages are applied based on the the wordline’s pro-
gramming status, to minimize the e�ects of read disturb. Re-
produced from [9].
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5. Related Work
To our knowledge, our HPCA 2017 paper [9] is the �rst

to (1) experimentally characterize both program interference
and read disturb errors that occur due to the two-step pro-
gramming method commonly used in MLC NAND �ash me-
mory; (2) reveal new reliability and security vulnerabilities
exposed by two-step programming in �ash memory; and
(3) develop novel solutions to reduce these vulnerabilities.
We brie�y describe related works in the areas of DRAM and
NAND �ash memory. We note that a thorough survey of
error mechanisms in NAND �ash memory is provided in our
recent works [6, 7, 8].

5.1. Read Disturb Errors in DRAM
Commodity DRAM chips that are sold and used in the �eld

today exhibit read disturb errors [55], also called RowHammer-
induced errors [82], which are conceptually similar to the read
disturb errors found in NAND �ash memory (see Section 2.2).
Repeatedly accessing the same row in DRAM can cause bit
�ips in data stored in adjacent DRAM rows. In order to access
data within DRAM, the row of cells corresponding to the
requested address must be activated (i.e., opened for read
and write operations). This row must be precharged (i.e.,
closed) when another row in the same DRAM bank needs
to be activated. Through experimental studies on a large
number of real DRAM chips, we show that when a DRAM
row is activated and precharged repeatedly (i.e., hammered)
enough times within a DRAM refresh interval, one or more
bits in physically-adjacent DRAM rows can be �ipped to the
wrong value [55].

In our original RowHammer paper [55], we tested
129 DRAM modules manufactured by three major manufac-
turers (A, B, and C) between 2008 and 2014, using an FPGA-
based experimental DRAM testing infrastructure [38] (more
detail on our experimental setup, along with a list of all mo-
dules and their characteristics, can be found in our original
RowHammer paper [55]). Figure 8 shows the rate of Row-
Hammer errors that we found, with the 129 modules that we
tested categorized based on their manufacturing date. We
�nd that 110 of our tested modules exhibit RowHammer er-
rors, with the earliest such module dating back to 2010. In
particular, we �nd that all of the modules manufactured in
2012–2013 that we tested are vulnerable to RowHammer. Like
with many NAND �ash memory error mechanisms, especi-
ally read disturb, RowHammer is a recent phenomenon that
especially a�ects DRAM chips manufactured with more ad-
vanced manufacturing process technology generations [82].
The phenomenon is due to reliability problems caused by
DRAM technology scaling [82, 83, 84, 85].

Figure 9 shows the distribution of the number of rows (plot-
ted in log scale on the y-axis) within a DRAM module that
�ip the number of bits shown along the x-axis, as measured
for example DRAM modules from three di�erent DRAM ma-
nufacturers [55]. We make two observations from the �gure.
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Figure 8: RowHammer error rate vs. manufacturing dates of
129 DRAMmodules we tested. Reproduced from [55].

First, the number of bits �ipped when we hammer a row
(known as the aggressor row) can vary signi�cantly within
a module. Second, each module has a di�erent distribution
of the number of rows. Despite these di�erences, we �nd
that this DRAM failure mechanism a�ects more than 80%
of the DRAM chips we tested [55]. As indicated above, this
read disturb error mechanism in DRAM is popularly called
RowHammer [82].
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Figure 9: Number of victim cells (i.e., number of bit errors)
when an aggressor row is repeatedly activated, for three re-
presentative DRAM modules from three major manufactu-
rers. We label the modules in the format Xyyww

n , where X is
the manufacturer (A, B, or C), yyww is the manufacture year
(yy) and week of the year (ww), and n is the number of the
selected module. Reproduced from [55].

Various recent works show that RowHammer can be
maliciously exploited by user-level software programs to
(1) induce errors in existing DRAM modules [55, 82] and
(2) launch attacks to compromise the security of various sy-
stems [3, 4, 33, 34, 82, 101, 106, 107, 117, 123]. For example,
by exploiting the RowHammer read disturb mechanism, a
user-level program can gain kernel-level privileges on real
laptop systems [106, 107], take over a server vulnerable to
RowHammer [34], take over a victim virtual machine running
on the same system [3], and take over a mobile device [117].
Thus, the RowHammer read disturb mechanism is a prime
(and perhaps the �rst) example of how a circuit-level failure
mechanism in DRAM can cause a practical and widespread
system security vulnerability.

Note that various solutions to RowHammer exist [53,55,82],
but we do not discuss them in detail here. Our recent
work [82] provides a comprehensive overview. A very pro-
mising proposal is to modify either the memory controller
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or the DRAM chip such that it probabilistically refreshes the
physically-adjacent rows of a recently-activated row, with
very low probability. This solution is called Probabilistic Ad-
jacent Row Activation (PARA) [55]. Our prior work shows
that this low-cost, low-complexity solution, which does not
require any storage overhead, greatly closes the RowHammer
vulnerability [55].

The RowHammer e�ect in DRAM worsens as the manu-
facturing process scales down to smaller node sizes [55, 82].
More �ndings on RowHammer, along with extensive expe-
rimental data from real DRAM devices, can be found in our
prior works [53, 55, 82].

5.2. Cell-to-Cell Interference Errors in DRAM
Like NAND �ash memory cells, DRAM cells are suscep-

tible to cell-to-cell interference. In DRAM, one important
way in which cell-to-cell interference exhibits itself is the
data-dependent retention behavior, where the retention time
of a DRAM cell is dependent on the values written to ne-
arby DRAM cells [46, 47, 48, 49, 70, 82, 97]. This phenome-
non is called data pattern dependence (DPD) [70]. Data pat-
tern dependence in DRAM is similar to the data-dependent
nature of program interference that exists in NAND �ash
memory (see Section 2.1). Within DRAM, data pattern de-
pendence occurs as a result of parasitic capacitance coupling
(between DRAM cells). Due to this coupling, the amount
of charge stored in one cell’s capacitor can inadvertently
a�ect the amount of charge stored in an adjacent cell’s capa-
citor [46, 47, 48, 49, 70, 82, 97]. As DRAM cells become smaller
with technology scaling, cell-to-cell interference worsens
because parasitic capacitance coupling between cells incre-
ases [46, 70]. More �ndings on cell-to-cell interference and
the data-dependent nature of cell retention times in DRAM,
along with experimental data obtained from modern DRAM
chips, can be found in our prior works [46,47,48,49,70,82,97].

5.3. Errors in Emerging Memory Technologies
Emerging nonvolatile memories, such as phase-change me-

mory (PCM) [60, 61, 62, 100, 122, 125, 129], spin-transfer torque
magnetic RAM (STT-RAM or STT-MRAM) [57, 86], metal-
oxide resistive RAM (RRAM) [121], and memristors [26, 113],
are expected to bridge the gap between DRAM and NAND-
�ash-memory-based SSDs, providing DRAM-like access la-
tency and energy, and at the same time SSD-like large capa-
city and nonvolatility (and hence SSD-like data persistence).
While their underlying designs are di�erent from DRAM and
NAND �ash memory, these emerging memory technologies
have been shown to exhibit similar types of errors. PCM-
based devices are expected to have a limited lifetime, as PCM
can only sustain a limited number of writes [60, 100, 122],
similar to the P/E cycling errors in SSDs (though PCM’s write
endurance is higher than that of SSDs [60]). PCM su�ers
from (1) resistance drift [41, 98, 122], where the resistance
used to represent the value becomes higher over time (and

eventually can introduce a bit error), similar to how charge
leakage in NAND �ash memory and DRAM lead to reten-
tion errors over time; and (2) write disturb [43], where the
heat generated during the programming of one PCM cell
dissipates into neighboring cells and can change the value
that is stored within the neighboring cells, similar in concept
to cell-to-cell program interference in NAND �ash memory.
STT-RAM su�ers from (1) retention failures, where the value
stored for a single bit (as the magnetic orientation of the layer
that stores the bit) can �ip over time; and (2) read disturb (a
conceptually di�erent phenomenon from the read disturb in
DRAM and �ash memory), where reading a bit in STT-RAM
can inadvertently induce a write to that same bit [86].

Due to the nascent nature of emerging nonvolatile memory
technologies and the lack of availability of large-capacity de-
vices built with them, extensive and dependable experimental
studies have yet to be conducted on the reliability of real PCM,
STT-RAM, RRAM, and memristor chips. However, we believe
that error mechanisms conceptually or abstractly similar to
those for �ash memory and DRAM are likely to be prevalent
in emerging technologies as well (as supported by some re-
cent studies [2, 43, 50, 86, 109, 110, 128]), albeit with di�erent
underlying mechanisms and error rates.

5.4. Other Related Works

Memory Error Characterization and Understanding.
Prior works study various types of NAND �ash memory er-
rors derived from circuit-level noise, such as data retention
noise [6,7,8,11,12,14,15,73,77,79], read disturb noise [6,7,8,18,
77, 90], cell-to-cell program interference noise [11, 13, 15, 16],
and P/E cycling noise [6, 7, 8, 11, 15, 17, 72, 77, 96]. Other prior
works examine the aggregate e�ect of these errors on large
sets of SSDs that are deployed in the production data centers
of Facebook [75], Google [103], and Microsoft [87]. None
of these works characterize how program interference and
read disturb signi�cantly increase errors within the unpro-
grammed or partially-programmed cells of an open block due
to the vulnerabilities in two-step programming, nor do they
develop mechanisms that exploit or mitigate such errors.

A concurrent work by Papandreou et al. [89] characteri-
zes the impact of read disturb on partially-programmed and
unprogrammed cells in state-of-the-art MLC NAND �ash
memory. The authors come to similar conclusions as we
do about the impact of read disturb. However, unlike our
work, they do not (1) characterize the impact of cell-to-cell
program interference on partially-programmed cells, (2) pro-
pose exploits that can take advantage of the vulnerabilities in
partially-programmed cells, or (3) propose mechanisms that
mitigate or eliminate the vulnerabilities.

Similar to the characterization studies performed for
NAND �ash memory, DRAM latency, reliability, and vari-
ation have been experimentally characterized at both a small
scale (e.g., hundreds of chips) [21,22,23,38,46,47,48,49,51,53,
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55,64,65,67,70,97,99] and a large scale (e.g., tens of thousands
of chips) [40, 76, 104, 111, 112].

Program Interference Error Mitigation Mechanisms.
Prior works [13, 16] model the behavior of program interfe-
rence, and propose mechanisms that estimate the optimal
read reference voltage once interference has occurred. These
works minimize program interference errors only for fully-
programmed wordlines, by modeling the change in the thres-
hold voltage distribution as a result of the interference. These
models are �tted to the distributions of wordlines after both
the LSB and MSB pages are programmed, and are unable
to determine and mitigate the shift that occurs for wordli-
nes that are partially programmed. In contrast, we propose
mechanisms that speci�cally address the program interfe-
rence resulting from two-step programming, and reduce the
number of errors induced on LSB pages in both partially-
programmed and unprogrammed wordlines.

Read Disturb Error Mitigation Mechanisms. One pa-
tent [31] proposes a mechanism that uses counters to moni-
tor the total number of reads to each block. Once a block’s
counter exceeds a threshold, the mechanism remaps and re-
writes all of the valid pages within the block to remove the
accumulated read disturb errors [31]. Another patent [105]
proposes to monitor the MSB page error rate to ensure that
it does not exceed the ECC error correction capability, to
avoid data loss. Both of these mechanisms monitor pages
only from fully-programmed wordlines. Unfortunately, as we
observed, LSB pages in partially-programmed and unpro-
grammed wordlines are twice as susceptible to read disturb
as pages in fully-programmed wordlines (see Section 2.2). If
only the MSB page error rate is monitored, read disturb may
be detected too late to correct some of the LSB pages.

Our earlier work [18] dynamically changes the pass-
through voltage for each block to reduce the impact of read
disturb. As a single voltage is applied to the whole block, this
mechanism does not help signi�cantly with the LSB pages
in partially-programmed and unprogrammed wordlines. In
contrast, our read disturb mitigation technique (see Section 4)
speci�cally targets these LSB pages by applying multiple dif-
ferent pass-through voltages in an open block, optimized to
the di�erent programmed states of each wordline, to reduce
read disturb errors.

Other prior works [35,36,52] propose to use read reclaim to
mitigate read disturb errors. The key idea of read reclaim is to
remap the data in a block to a new �ash block, if the block has
experienced a high number of reads [35, 36, 52]. Read reclaim
is similar to the remapping-based refresh mechanism [14, 15,
71, 80, 88] employed by many modern SSDs to mitigate data
retention errors [6,7,8]. Read reclaim can remap the contents
of a wordline only after the wordline is fully programmed,
and does not mitigate the impact of read disturb on partially-
programmed or unprogrammed wordlines.

Using FlashMemory for Security Applications. Some
prior works studied how �ash memory can be used to en-
hance the security of applications. One work [119] uses �ash
memory as a secure channel to hide information, such as
a secure key. Other works [118, 124] use �ash memory to
generate random numbers and digital �ngerprints. None of
these works study vulnerabilities that exist within the �ash
memory.

Based on our HPCA 2017 paper [9], recent work [58] de-
monstrates how an attack can be performed on a real SSD
using our program interference based exploit (see Section 3.1).
The authors use our exploit to perform a �le system level
attack on a Linux machine, using the attack to gain root
privileges.

Two-Step vs. One-Shot Programming. One-shot pro-
gramming shifts �ash cells directly from the erased state to
their �nal target state in a single step. For smaller transis-
tors with less distance between neighboring �ash cells, such
as those in sub-40nm planar (i.e., 2D) NAND �ash memory,
two-step programming has replaced one-shot programming
to alleviate the coupling capacitance resulting from cell-to-
cell program interference [92]. 3D NAND �ash memory
currently uses one-shot programming [94, 95, 127], as 3D
NAND �ash memory chips use larger process technology
nodes (i.e., 30–50 nm) [102,126] and employ charge trap tran-
sistors [30, 42, 45, 56, 93, 116, 120] for �ash cells, as opposed
to the �oating-gate transistors used in planar NAND �ash
memory. However, once the number of 3D-stacked layers
reaches its upper limit [59, 69], 3D NAND �ash memory is
expected to scale to smaller transistors [126], and we expect
that the increased program interference will again require
partial programming (just as it happened for planar NAND
�ash memory in the past [54, 92]). More detail on 3D NAND
�ash memory is provided in a recent survey article [8].

6. Long-Term Impact
As we discuss in Section 5, our HPCA 2017 paper [9] makes

several novel contributions on characterizing, exploiting, and
mitigating vulnerabilities in the two-step programming algo-
rithm used in state-of-the-art MLC NAND �ash memory. We
believe that these contributions are likely to have a signi�cant
impact on academic research and industry.

6.1. Exposing the Existence of Errors
NAND �ash manufacturers use two-step programming wi-

dely in their contemporary MLC NAND �ash devices. Prior
to our HPCA 2017 paper [9] and concurrent work by Papand-
reou et al. [89], there was no publicly-available knowledge
about how two-step programming introduced new error sour-
ces that did not exist in the prior one-shot programming ap-
proach. Using real o�-the-shelf contemporary NAND �ash
memory chips, our HPCA 2017 paper exposes the fact that
fundamental limitations of the two-step programming met-
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hod introduce program errors that reduce the lifetime of SSDs
available on the market today.

Through a rigorous characterization, our HPCA 2017 pa-
per [9] analyzes two major sources of these errors, pro-
gram interference and read disturb, demonstrating how they
can corrupt data stored in a partially-programmed �ash cell.
While prior works have addressed both program interference
(e.g. [13, 29, 68, 92]) and read disturb (e.g., [18, 31, 35, 105]) er-
rors in the past, we �nd that none of these existing solutions
are able to protect the vulnerable partially-programmed pa-
ges produced during two-step programming. We expect that
by exposing these errors and the unique vulnerabilities of
partially-programmed cells, our work will (1) provide NAND
�ash memory manufacturers and the academic community
with signi�cant insight into the problem; (2) foster the deve-
lopment of new solutions that can reduce or eliminate this
vulnerability; and (3) inspire others to search for other relia-
bility and security vulnerabilities that exist in NAND �ash
memory.

6.2. Security Implications for Flash Memory
Our HPCA 2017 paper [9] proposes two sketches of new

potential security exploits based on errors arising from two-
step programming. Malicious applications can be developed
to use these (or other similar) exploits to corrupt data be-
longing to other applications. For example, our paper has
already enabled the development and demonstration of a �le
system based attack by IBM security researchers [58]. In that
work, the researchers built upon our program interference
based exploits to show how to use the �le system to acquire
root privileges on a real machine. The work con�rms that
our exploit sketches are likely viable on a real system, and
that the threat of maliciously exploiting vulnerabilities in
two-step programming is real (and needs to be addressed).

As was the case for RowHammer attacks in DRAM (see
Section 5.1), our �ndings have already generated signi�cant
interest and concern in the broader technology community
(e.g., [5, 24, 27, 39]). The reason behind the broader impact of
our work is that many existing drives in the �eld today can
be attacked. After IBM researchers demonstrated the ability
to perform such attacks on a real system [58], there has been
further interest in NAND �ash memory attacks (e.g., [1, 78]).

We hope and expect that other researchers will take our
cue and begin to investigate how other reliability issues in
NAND �ash memory can be exploited by applications to
perform malicious attacks. We believe that this is a new area
of research that will grow in importance as SSDs and �ash
memory become even more widely used.

6.3. Eliminating Program Error Attacks
Our HPCA 2017 paper [9] proposes three solutions that

either eliminate or mitigate vulnerabilities to program inter-
ference and read disturb during two-step programming. We
intentionally design all three of our solutions to be low over-
head and easily implementable in commercial SSDs. One of

our three solutions completely eliminates the vulnerabilities,
albeit with a small increase in �ash programming latency. We
expect our work to have a direct impact on the NAND �ash
memory industry, as manufacturers will likely incorporate
solutions such as the ones we propose to mitigate or elimi-
nate these vulnerabilities in their new SSDs. We also expect
manufacturers and researchers to explore new mechanisms,
inspired by our work and by our solutions, that can eliminate
these or other vulnerabilities and exploits due to NAND �ash
memory reliability errors.

7. Conclusion
Our HPCA 2017 paper [9] shows that the two-step pro-

gramming mechanism commonly employed in modern MLC
NAND �ash memory chips opens up new vulnerabilities
to errors, based on an experimental characterization of mo-
dern 1X-nm MLC NAND �ash chips. We show that the root
cause of these vulnerabilities is the fact that when a partially-
programmed cell is set to an intermediate threshold voltage,
it is much more susceptible to both cell-to-cell program in-
terference and read disturb. We demonstrate that (1) these
vulnerabilities lead to errors that reduce the overall reliability
of �ash memory, and (2) attackers can potentially exploit
these vulnerabilities to maliciously corrupt data belonging
to other programs. Based on our experimental observations
and the resulting understanding, we propose three new me-
chanisms that can remove or mitigate these vulnerabilities,
by eliminating or reducing the errors introduced as a result
of the two-step programming method. Our experimental eva-
luation shows that our new mechanisms are e�ective: they
can either eliminate the vulnerabilities with modest/low la-
tency overhead, or drastically reduce the vulnerabilities and
reduce errors with negligible latency or storage overhead.
We hope that the vulnerabilities we analyzed and exposed
in this work, along with the experimental data we provided,
open up new avenues for mitigation as well as for exposure of
other potential vulnerabilities due to internal �ash memory
operation.
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