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Recent Advancements in DataFlow
Computing

Korolija, Nenad; Salom, Jakob; and Milutinovic, Veljko

Abstract: Continues advancements in FP-
GAs along with ever increasing need for high
performance computing further encouraged re-
searchers to exploit FPGAs for dataflow com-
puting. As a result, a wide range of applications
have emerged. This work tries to encapsulate
recent trends in dataflow computing. Research
is presented in an uniform manner and further
research directions are estimated. Results in-
dicate that the utilization of FPGAs for high
performance computing will further rise and it
is expected that new fields of usage will appear.

Index Terms: Dataflow, High performance
computing, FPGAs, Hybrid architectures

1. Introduction

This research tries to encapsulate new trends
in dataflow computing that are based on

utilization of Field Programmable Gate Ar-
rays (FPGAs). The presentation is given in
a uniform manner. Special attention is paid
on future research directions, encouraging re-
searchers to exploit available tools for enabling
energy-efficient high performance computing.

There are numerous processor architectures
that are based on von Neumann principles, but,
nevertheless, they also use dataflow comput-
ing to increase instruction-level parallelism. In
some cases, the compiler is responsible for the
allocation of processing units (PUs), creating
the schedule for the execution of instructions on
the PUs, and the intercommunication between
PUs. However, in traditional von Neumann pro-
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cessors, the common internal bus is an inherent
limiting factor in exploiting the instruction-level
parallelism.

In order to improve the processing speed,
many processors are based on a hybrid von Neu-
mann and dataflow computing model in which
instructions that are repeatedly executed are
scheduled for the execution on a dataflow hard-
ware, and the communication between the pro-
cessing elements is performed by sending semi-
results directly from producer to the consumer,
avoiding utilizing a common bus that would
present a bottleneck.

Dataflow systems can roughly be divided
onto software and hardware dataflow systems.
While hardware dataflow systems are usually
based on FPGAs, software dataflow systems
run on control-flow architectures, exploiting the
available parallelism that can be obtained us-
ing dataflow graphs. In this work, we are in-
terested in hardware dataflow systems, but we
also present software dataflow systems that are
also applicable for the dataflow hardware.

Scientific applications of dataflow are
numerous. Fields range from geoscience
[BBD+23] and general physics [CKV22], to
scientific [KT19]. One of the most impor-
tant aspects of dataflow systems is scheduling
tasks [KBHM22]. Another important aspect of
dataflow systems is related to the capacity of
universities to teach this paradigm [MSV+17],
[BBB+23].

2. Existing Research

Authors in their work [SB23] define a dataflow
process networks, as a model for computa-
tion. With fixed sets of nodes, the networks
are also used as dataflow graphs as an interme-
diate program representation by compilers to
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uncover instruction-level parallelism of sequen-
tial programs. They introduce an abstraction
of hybrid dataflow/von Neumann architectures
[MTK+17] and consider the mapping of the
dataflow graph to the actual processing units
dataflow process network architecture, being
careful to avoid conflicts with mapping multi-
ple graph nodes to the same processing unit.
They express both allocation and scheduling
constraints to be handled by the propositional
logic in the dataflow graph.

Authors [SKT+23] present the program-
ming model that enable experimentation for
non-experts users. Their goal architecture is
a general purpose GPU cluster. They demon-
strate how Celerity C++ programming model
can be utilized for the development of dis-
tributed applications. Authors claim that the
Celerity is scalable for multiple benchmarks on
up to 128 GPUs.

Transforming the program so that the num-
ber of future uses of all variables can be accu-
rately determined in order to predict the size
and allocate the required buffer sizes in the later
compilation phases is presented in [BS23]. Ex-
perimental results show an improvement of the
processor performance with increasing buffer
sizes and demonstrate the potential of buffered
hybrid dataflow architectures for a scalable use
of instruction level parallelism.

Dataflow tasks can have inter- or intra-
application flows of data, creating dependen-
cies among the tasks and causing resource con-
straints on shared storage systems. These con-
straints cause performance issues that are of-
ten solved manually, which demands holistic
knowledge about the data dependencies and
require knowing the infrastructure. Authors
[CDNM+22] design DFMan, a graph-based
dataflow management and optimization frame-
work whose aim is maximizing bandwidth by
leveraging the powerful storage stack on HPC
systems, by devising a graph-based optimiza-
tion algorithm, automatically carrying out co-
scheduling of tasks and data placement. They
achieve speedup factors between 1.29 and 5.42
on a wide variety of scientific workflows.

Recently, researchers have introduced a
new computer architecture consisting of
multiple different hardware[MK22], [MBJK],

[KJMM22], [M+21], [MKR+21]. Usually,
this hardware comprise of a control-flow and
dataflow hardware. Some researchers estimate
that these architectures might find their place
in computer clouds [MPK22].

Researchers [D+23] have developed a
method for using scratchpad memories for real-
time systems. Their algorithm can predict the
worst case memory access scenario and limit it,
so that it is almost proportional to the required
memory size.

3. Analysis of Existing Research
and Potentials

This chapter presents an analysis of recent ad-
vancements in dataflow computing based on
FPGAs. In general, all of the presented work
adds certain complexity, but also benefits com-
puter architectures based on FPGAs for fu-
ture high performance computers. The progress
ranges from defining the dataflow process net-
work, dataflow management and optimization
frameworks, and new programming models, to
hybrid control-flow and dataflow chips.

As the computer architectures based on
dataflow principles are proven to be faster and
more energy efficient compared to their control-
flow counterpart, they are becoming increas-
ingly utilized in high performance computing.
There is a vast range of applications of dataflow
computer architectures, and so is the case with
research on these architectures.

This analysis aims to help industries, but
also researchers, to split existing research into
categories, and apply what best suits them.
The recent research presented in this paper is
only one example. The model is applicable to
any dataflow research.

First, orthogonal directions of research are
chosen, and then explained. These directions
include:

• Dataflow and control-flow synchroniza-
tion,

• Data manipulation,

• Algorithm transformations,

• Automatic translation of algorithms,

2



• Frameworks for dataflow computing,

• Dataflow architectures,

• Cluster and cloud computing.
The applicability of dataflow computing is

limited to high performance computing appli-
cations that exhibit repeatable execution of the
same set of instructions over a prolonged time.
Many algorithms suitable for the dataflow com-
puting model also include data initialization
and saving results, which are operations that
dataflow hardware might not be suitable for.
Therefore, dataflow hardware is usually utilized
along with a control-flow processor. This opens
a vast research field of synchronizing two types
of hardware to achieve at least one of the fol-
lowing goals: reduced execution time, reduced
resource requirements, and improved power ef-
ficiency.

Data manipulation is related to reorganizing
the data so that the dataflow hardware achieves
better performances. This direction is partially
related to algorithm transformations and auto-
matic translation of algorithms.

Control-flow algorithms are usually pro-
grammed solely for control-flow architectures.
This is often not suitable for dataflow architec-
tures. Therefore, algorithm transformations are
often needed so that the optimal performance
is achieved using the dataflow hardware.

Transforming any software created for
control-flow algorithms into their dataflow rep-
resentation requires certain effort. Researchers
have been working on developing models for au-
tomatic translation of control-flow algorithms.
They can be further divided into those that
produce a hardware representation, or a semi-
result, i.e. intermediate transformation, so that
the result can be applied to multiple dataflow
hardware types.

Frameworks for dataflow computing are be-
coming more important, as the dataflow com-
puting is being recognized as a promising way
to achieve better performance and lower power
consumption. They usually include tools that
help programmers develop dataflow algorithms
without having to know dataflow hardware
specifics.

Certain research is directed towards improv-
ing dataflow architectures. There are general

dataflow architectures, and specialized ones for
some purposes.

On top of the dataflow research, both
programming models and dataflow architec-
tures can be applied to clusters and computing
clouds.

Any scientific paper about dataflow com-
puting can belong to one of the mentioned re-
search directions. In rare cases, a paper can
overlap two or more directions of research.

The work in [SB23] aims to automati-
cally translate algorithms. It defines networks
with fixed sets of nodes, and compilers should
be able to detect instruction-level parallelism.
The work also defines an abstraction of hybrid
dataflow/von Neumann architectures, including
dataflow and control-flow synchronization pro-
cesses.

Automatic translation of algorithms is the
aim of many researchers. In the work
[MTK+17], authors consider the mapping of
the dataflow graph to the actual architecture,
avoiding conflicts with mapping multiple graph
nodes to the same processing unit.

The work [SKT+23] has two directions of
research. It first presents the programming
model, i.e. a framework for dataflow com-
puting, that enables experimentation for non-
expert users. The target architecture is a clus-
ter, so the research is also oriented towards clus-
ter and cloud computing.

The work presented in [BS23] is related to
the algorithm transformation research. The re-
search is on transforming a program, so that
certain requirements can be known in advance.

Authors [CDNM+22] design a graph-based
dataflow management and optimization frame-
work, which overlaps with the research direction
called data manipulation. The work is related
to automatic translation of algorithms, as they
automatically carry out co-scheduling of tasks
and data placement.

Recently, many researchers worked on defin-
ing new computer architectures with mul-
tiple types of hardware on the same chip
die [MK22], [MBJK], [KJMM22], [M+21],
[MKR+21]. Therefore, they define new
dataflow architectures, but their research is also
related to the dataflow and control-flow syn-
chronization. In some cases, authors also work
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in the domain of cluster and cloud computing
[MPK22].

The research directions of dataflow archi-
tectures also includes those architectural mod-
els where only a given set of an architecture is
modified, i.e. memory system [D+23].

4. Conclusion

Dataflow systems are becoming increasingly
important for numerous reasons. They have
proven to be capable of faster execution of
the same high performance computing algo-
rithms comparing to their control-flow coun-
terparts. At the same time, the size of the
hardware can be considerably smaller. One of
the most important aspects of modern comput-
ers is their energy efficiency. Dataflow hard-
ware works on smaller frequencies compared to
the architectures based on von Neumann prin-
ciples. This leads to a lower power consump-
tion. Researchers have reported energy con-
sumption that is even couple of orders of mag-
nitude lower. It is reasonable that the dataflow
hardware is more efficient, as it doesn’t have
the bottleneck like common internal bus. Re-
cent research suggests that the dataflow hard-
ware is more applicable when combined with
the control-flow hardware on the same chip die,
so that the context switch is reasonably low.
It is estimated that such systems will become
the general computing systems. The ratio be-
tween the dataflow hardware and the control-
flow hardware is to be determined in the future.
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[BBD+23] Zoran Babović, Branislav Bajat, Vladan
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ed civil-engineering and related scientific
fields, using machine learning and big
data: an overview of open problems. Jour-
nal of Big Data, 10(1):1–21, 2023.
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Computing Based on Mapping  
of Structures and Algorithms  

onto Graphs for Hardware Implementation: 
40 Years Later 

Milutinović, Veljko

Abstract: The first written mention of computing 
based on mapping of algorithms onto graphs to be 
built into hardware dates back to January 1984, 
when the author of this text submitted a related 
proposal to the Defense Department of RCA, 
Camden, New Jersey, USA [1]. A preliminary study 
concluded that the optimal structure for mapping 
algorithms onto hardware is not of a square but of 
a hexagonal shape referred to as “honeycomb”. 
That is how the term honeycomb was created in the 
context of mapping structures and algorithms into 
hardware. According to the open literature [2,3] the 
first structures ever mapped onto the honeycomb 
architecture are interconnection networks and the 
first algorithms ever mapped onto the honeycomb 
architecture are neural networks. If a structure or 
an algorithm is mapped onto a graph to be built into 
the hardware, conditions are met for data to flow 
from inputs to outputs, driven by the voltage 
difference between inputs and outputs. If that goal 
is accomplished, potentials are generated for data 
to move faster, which means that the algorithms 
are executed faster. If the data movement is 
accomplished with a slower clock, less energy is 
consumed during the execution of an algorithm. 
Consequently, since no control mechanisms have 
to be implemented, the volume of the engine 
becomes smaller. Finally, since the structure of the 
data path is formed at the time of mapping the 
graph into hardware, the width of the data path 
could be made as wide as needed and no wider 
than needed, which leads to a lot better precision 
at no cost in the domain of execution time. Of 
course, the described paradigm shift became 
utilizable in practice only after the reconfigurable 
hardware was invented. That is why the first data 
flow machines, based on the same or similar 
concept, appeared only after the FPGA circuits 
became widespread. However, the full utilization of 
this paradigm will be possible only after the Analog 
See of Gates circuits become feasible [4], which 

enables a lot lower operational frequency (a lot 
lower power consumption) and a lot higher speed 
(due to fewer obstacles on the data propagation 
paths). This article sheds light on the complexity 
and speed related to the mapping of structures and 
algorithms.  

 

1. INTRODUCTION 

The quality of computing is primarily judged via 
the following four parameters: (a) Speed, (b) 
Power, (c) Precision, and (d) Volume. The lower 
the Power and Volume, the better [5]. The higher 
the Speed and Precision, the better.  Higher 
speed means less time for the final result. Lower 
power means that the electricity bills at the end of 
the month become lower. Higher precision means 
that hidden knowledge could be noticed, and 
smaller volume means that rental fees become 
lower. 

The currently dominating Control Flow paradigm 
achieves better speed via the exploitation of 
parallelism and changes in technology. In Control 
Flow, precision could be increased only at the 
expense of execution slowdowns due to the time 
needed for processing multiple data. The Control 
Flow paradigm burns more energy due to the fact 
that speed-ups are often achieved via a higher 
clock. In Control Flow machines the volume is 
larger due to the fact that the majority of the 
transistor budget is not spent for arithmetic or 
logic, but for control mechanisms of all kinds (data 
caches, instruction caches, data prediction, 
branch prediction, memory management, i/o 
management, etc). 
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In the Data Flow machines, all four desired 
characteristics are achieved via paradigm 
changes. The essence of the paradigm is best 
noticed when one analysis the mapping of 
structures and algorithms. Consequently, the 
stress of this article is on the effective mapping of 
structures and algorithms. 

For mapping of structures, interconnection 
networks have been chosen, since they represent 
the essential aspect of any structure that moves 
data. The area analysis and the time analysis 
results are based on a PhD thesis from the 1990s 
[6]. 

For mapping of algorithms, the essence is in 
transforming an algorithm into a graph, so that 
data flows through the given graph and at the end 
of the flow, data flow produces the results 
inherent to the algorithm used. In other words, the 
mapping of algorithms boils down to the mapping 
of structures. This has been shown through the 
example of neural networks [7].  

 

 2. PROBLEM STATEMENT 

The mapping of algorithms into a graph has been 
researched for decades now. Mapping of graphs 
onto hardware is a research avenue that has 
started with the appearance of programmable 
logic. Both research avenues have to be 
correlated for the maximum effectiveness of the 
final results. This means that mathematicians and 
computer scientists have to cooperate. 

In conditions when the main contributors to speed 
slowdown and power dissipation are longer 
edges of the graph, the main problem is how to 
generate a graph with edges as short as 
absolutely possible, having in mind the real 
geometries of the reconfigurable hardware to be 
used later to host the developed graph, after the 
mapping process is completed. 

The problem is important because the higher 
speed and the lower dissipation are crucial for 
many applications. The importance of the 
problem will grow over time because the pressure 

on speed and power keeps increasing. Speed 
and power also could impact the precision of 
computing and the size of equipment. 

 

3. EXISTING SOLUTIONS 

Existing solutions in the domain of 
implementation of interconnection networks are 
based on wiring that follows various topologies of 
importance for the algorithms to be using the 
implemented interconnection networks. 
Research activity of H.J. Siegel states that 
essentially there are 17 different types of 
interconnection networks for parallel processing, 
some more important than others [8]. 

Existing implementations of neural networks are 
done mostly in software and 40 different 
algorithms were elaborated in [9]. Hardware 
implementations are based on interconnection 
networks, so the presentation of the mapping of 
interconnection networks also sheds light on the 
mapping of neural networks. 

On the system level, it is worth mentioning here 
the research efforts related to: Sea of Gates VLSI 
starting with [10], Cellular Arrays [11], 
Connectionist Machine [12], and the most recent 
FPGA-related efforts. In all these cases, 
interconnection networks play an important role, 
so the following pages summarize the types and 
characteristics of the major eight types of 
interconnection networks. 

 

4. MAPPING OF INTERCONNECTION NETWORKS ONTO 

THE HONEYCOMB ARCHITECTURE 

The honeycomb architecture consists of an array 
of ALUs that you connect to neighboring ALUs 
with wires of zero length or almost zero length, 
which enables minimal power dissipation and 
maximal internal speed, due to the small VLSI 
area. 

Each ALU could be used either to perform a 
simple ALU operation or to pass the data signal 
to the next destination. Passing to the next 
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destination could follow the rules of different 
interconnection network types and consequently 
implement the given interconnection network, 
with fast propagation times. 

Details of the mapping process, as well as the 
time and area analysis, could be found in the PhD 
thesis of Dragana Milutinovic at the University of 
Belgrade in 1995, based on the work done from 
1984 to 1989. The same methodology could be 
used for the mapping of any other structure or 
algorithm, as well as for the time and area 
analysis. 

 

5. CONCLUSION 

The ideas behind the honeycomb architecture 
and the mapping of algorithms onto it have 
developed into many different aspects of 
mapping the algorithm onto the FPGA structures, 
using the execution graph structures of algorithm 
representation. 

These ideas will become more relevant once the 
new and more sophisticated types of FPGAs 
become available. From the point of view of the 
proposed honeycomb paradigm, the ideal circuits 
are those that enable data signals to propagate 
from inputs to outputs without obstacles (flip-
flops). 

The newly open problems are related to the 
mapping of all possible algorithms, plus the 
determination of area and time functions for each 
and every algorithm mapped. Once the clear 
picture is known for all relevant algorithms, one 
will be able to predict execution times and VLSI 
costs more precisely. 
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