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Abstract: Image sterilization is a technique to remove any
secret data concealed within an image. Eccentricity of an
image is estimated by the ratio between the maximum
and the minimum distances between the centroid and
the boundary of the image. Analogously, we define the
eccentricity of each pixel using central moments within
a 3 × 3 window centered around that pixel. We propose
a blind sterilization technique by finding the eccentric-
ity of each stego pixel that can annihilate utmost four
least significant bits of the stego images formed using
steganography algorithm, irrespective of how the algorithm
embeds information inside the images. We ran simulations
over three kinds of stego images (viz. cartoon, nature and
busy nature) created by different state-of-the-art algorithms
and our technique succeeded in sterilizing around 50%
to 90% stego bits on average (depending on a particular
algorithm).

Index Terms: Data Hiding, Eccentric Pixels, Spatial Do-
main, Steganalysis, Steganography, Sterilization

1. INTRODUCTION AND MOTIVATION

W
ITH the emergence of Internet as a widely preferred
mode of communication, there has been an in-

creasing need for security in communication between a
sender and a receiver. Secret messages which are being
transferred between them can easily be intercepted and
copied or duplicated by an unauthorized person. Hence
secure transmission of data via Internet is of utmost
importance. The process of encrypting and sending in-
formation in such a way that no person, other than the
intended recipients, can decipher the information sent by
the sender is known as cryptography. The main aim of
cryptography is to achieve confidentiality. It also provides
other added advantages like authentication, data integrity
and non-repudiation [13]. On the other hand, the art of
hiding secret message in various media such as textual
media, image files, audio files and video files without any
suspicion is known as steganography [1], while the art
and science of uncovering the existence of steganogra-
phy in a particular media is known as Steganalysis [5].
The most common steganographic method is the LSB

(Least Significant Bit) based technique, which modifies
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the LSB of the pixels of the cover image to embed the
secret message. LSB modification is the easiest method
available and is computationally least intensive [3]. Multi-
bit Steganography can also be employed which helps us
in achieving greater efficiency in embedding secret data
in the LSBs (more than one position) of the pixels of the
cover image. Care is taken to ensure that the final stego
image formed is visually very similar to the cover image
used [6], [7], [9], [14]. Bit Plane Complexity Segmentation
(BPCS) [11] is also a steganographic technique which
can be implemented to hide messages in an image. High
embedding rates can be achieved using this technique
with low distortion. Low distortion is due to the fact
that noisy area in a cover image are replaced by noisy
like secret data which results in minimal loss in image
quality of the stego image. In method [9], an occurrence
of an edge is used to embed greater number of bits
in the pixels, while in smoother areas; less number of
bits are embedded. In method [7], four-pixel differencing
and modified LSB substitution method is used. Using
this, four pixel's average difference is calculated. This
difference helps us to determine the value of k in the
k-bit LSB substitution method for embedding hidden data
into the image. The authors [14] describe a single digit
sum function based steganographic technique which can
withstand statistical attacks.

After the well-known tragic incidents of 11th Septem-
ber, 2001, both steganography and steganalysis have
become very important discipline to the researchers.
According to the report of ``Federal Plan for Cyber Se-
curity and Information Assurance Research and Devel-
opment" [2], the statement ``…immediate concerns also
include the use of cyber-space for covert communica-
tions, particularly by terrorists but also by foreign intelli-
gence services…" and ``International interest in R&D for
steganographic technologies and their commercialization
and application has exploded in recent years…" prove
that the plan considers steganography as a potential risk.
The report also mentioned the importance of identification
of secret message.

To defeat steganography, steganalysis may play an
important role. Most of the state-of-the-art steganalysis
techniques [5], [15] detect whether information is embed-
ded in the media or not. The more secret data embedded
in an image the easier it is for steganalytic methods
to detect them [18]. Extracting the actual hidden mes-
sage is very difficult and is rarely the target of practical
steganalysis. Moreover, most of the steganalytic attacks



are algorithms-specific. In this scenario, disturbing the
message without altering the image features could be a
viable option to defeat malicious use of steganography.

The concept of image sterilization for preventing
steganographic communication was introduced for the
first time in [10]. The goal of such technique is not to
recover the secret information, rather to annihilate stego
information transmission without the occurrence of any
perceptible distortion in the image. While the method
of [10] can sterilize only the LSB of each pixel intensity
of the stego image, a later work [8] extended the method
for sterilizing up to two bits.

One obvious method of performing LSB sterilization
may be to replace the LSBs of all the pixel intensities
by zero (or one). But this immediately gives a clue to
the recipient that the image might have been modified
in transit. On the other hand, randomly sterilizing each
LSB to 0 or 1 would achieve an average efficiency of
50% only. Thus, designing a sterilization algorithm that
does not leave any signature and preserves the pseudo-
randomness of the sequence of the LSBs in an image is
a challenging task.

In our current work, we propose a new algorithm for
sterilizing at most 4 bits. Our method uses pixel eccen-
tricities that depend on determining the two-dimensional
moment invariants for planar geometric figures [4]. It is
to be noted that mostly the eccentric pixels having higher
values (i.e., the pixels in the edge area of the image)
contain higher number of stego bits, hence in our method
we determine the number of bits for sterilization based
on the eccentricity of each image pixel. Section 2 shows
how the eccentricity value is calculated in terms of central
moment and Section 3 describes our proposed algorithm.
We present detailed performance analysis in Section 4.

2. FUNCTION TO DEFINE THE eccentricity OF
PIXELS

All circular objects have a centre. For an irregular
polygon, which is a complex object, the center is indicated
by the centroid or the centre of gravity of that object as
shown in Figure 1.

Fig. 1. Centroid of an object.

The centre of gravity or centroid of a two-dimensional
object can be determined as follows.

Xc =
1∑M

x=1

∑N
y=1 f(x, y)

·
M∑
x=1

N∑
y=1

x · f(x, y), (1)

Yc =
1∑M

x=1

∑N
y=1 f(x, y)

·
M∑
x=1

N∑
y=1

y · f(x, y), (2)

where f(x, y) denotes the density distribution function at
location (x, y) of an object.

Hu et al. [4] have estimated the two-dimensional {(p+
q) : p, q ∈ R}th order moments of a density distribution
function f(x, y) in terms of Riemann integrals as:

mp,q =

∫ ∞

−∞

∫ ∞

−∞
xp · yq · f(x, y)dx dy (3)

It is assumed that moment of all order exist when
f(x, y) is a piecewise continuous or bounded function
with non-zero values in the finite part of the XY -plane.
The Uniqueness Theorem shows that mp,q is uniquely
determined by f(x, y) and conversely, f(x, y) is uniquely
determined by mp,q.

Modifying Equation (3) for discrete grayscale image of
size M × N with γ(x, y) representing the image pixel
intensities, we can determine image moments of order
(p+ q) after padding `0' at the surroundings of the image
intensity matrix as follows:

mp,q =

M∑
x=1

N∑
y=1

xp · yq · γ(x, y) (4)

The zero-order moment m0,0, the first order moments
{mp,q : p+ q = 1} and the second order moments {mp,q :
p+ q = 2} are as follows (Equation (5) to (10)).

m0,0 =

M∑
x=1

N∑
y=1

γ(x, y), (5)

m1,0 =

M∑
x=1

N∑
y=1

x · γ(x, y), (6)

m0,1 =

M∑
x=1

N∑
y=1

y · γ(x, y), (7)

m1,1 =

M∑
x=1

N∑
y=1

x · y · γ(x, y), (8)

m2,0 =

M∑
x=1

N∑
y=1

x2 · γ(x, y), (9)

m0,2 =

M∑
x=1

N∑
y=1

y2 · γ(x, y). (10)

The centroid of an image can be calculated using the



aforesaid image moments as follows.

Xc =
m1,0

m0,0
, (11)

Yc =
m0,1

m0,0
. (12)

The central moments of the image are defined as

µ(c)
p,q =

M∑
x=1

N∑
y=1

(x−Xc)
p · (y − Yc)

q · γ(x, y). (13)

The ratio between the maximum and the minimum
distance between the centroid and the boundary of the
image is called the eccentricity of the image. It can be
shown that the eccentricity of the image can be ex-
pressed in terms of the central moments as follows [12].

ε
(c)
image =

(µ
(c)
2,0 − µ

(c)
0,2)

2
+ 4 · µ(c)

1,1

2

µ
(c)
0,0

. (14)

All the above definitions apply to the entire image. We
divide the image into 3×3 overlapping blocks in row major
order and define the central moment of the central pixel
of each block as

Ω(c)
p,q =

x+1∑
i=x−1

y+1∑
j=y−1

(i−Xc)
p · (j − Yc)

q · γ(i, j). (15)

where (i, j) represents the co-ordinates of the pixels of
each block.
Analogous to Equation (14), we define the eccentricity

of the central pixel as

ε
(c)
pixel =

(Ω
(c)
2,0 − Ω

(c)
0,2)

2
+ 4 · Ω(c)

1,1

2

Ω
(c)
0,0

. (16)

3. PROPOSED METHOD

The set of pixels having higher eccentric values (ε
(c)
pixel)

can be considered as potential candidate for message
bearer. Such pixels lie in the busy area of the image
where there is a great change in color/intensity.
Using Equation (16), we find the eccentricity (ε(c))

values of each individual pixel of the stego images
obtained by applying methods [7], [9], [14]. Then the
intensity values of each pixel component is sorted in
descending order according to their eccentricities. The

maximum and minimum eccentricity value (say, ε
(c)
max and

ε
(c)
min respectively) are determined.
The probability of embedding bits into higher bitplanes

increases in busy part of the image where the eccentricity
of the image pixel is very high. In other words, we can
say that the pixels having lower eccentricity contain stego
information at its lower bitplanes. Hence based on the
above assumption our algorithm sterilizes varying number
of bits for the pixels of the stego image as shown in Step 6
of Algorithm 1. Note that we divide here the range of

Πx−1,y−1 Πx−1,y Πx−1,y+1

Πx,y−1 Πx,y Πx,y+1

Πx+1,y−1 Πx+1,y Πx+1,y+1

Fig. 2. 3× 3 window.

ε
(c)
max − ε

(c)
min into four non-overlapping parts for sterilizing

different number of bits (say, Nsteri) for determining this
number.
Let γ(x, y) be the intensity value of the pixel Πx,y.

Based on the value of Nsteri, we calculate the likelihood
of getting a 0 or 1, considering the Nsteri LSBs of all the
pixels of that block.
A 3×3 window, as shown in Figure 2, is taken with the

pixel in consideration being the central pixel. The Nsteri

LSBs are found for all the pixels falling in this window. The
central pixels' LSBs are substituted with a 0 or 1 based on
the maximum occurrence of 0's or 1's in their respective
bitplanes. In other words, we find the majority bit among
Nsteri bitplanes of the neighboring pixels and the center
pixel. Then replace the bit of the corresponding bitplane
of the central pixel in that window with majority bit. We
present the step-by-step procedure in Algorithm 1.
Example: Calculate the eccentricity of first pixel (i.e.,

intensity 50) of the following sample image (as shown in
Figure 3).

50 56 201 5
42 195 200 10
200 75 150 143
200 80 147 173

Fig. 3. Sample pixel intensity matrix.

Solution: We pad the sample image with 0's along
the boundary as shown in Figure 4. Considering the
whole image we calculate the zero, first and second order
moments as follows.

m0,0 =

M∑
x=1

N∑
y=1

γ(x, y) = 1927,

m1,0 =

M∑
x=1

N∑
y=1

x · γ(x, y) = 7237,

m0,1 =

M∑
x=1

N∑
y=1

y · γ(x, y) = 6649,

m1,1 =

M∑
x=1

N∑
y=1

x · y · γ(x, y) = 24976,

m2,0 =

M∑
x=1

N∑
y=1

x2 · γ(x, y) = 9359,

m0,2 =

M∑
x=1

N∑
y=1

y2 · γ(x, y) = 25065.



Input: A stego image.
Output: The sterilized version of the input stego image.

1 Read the intensity values from the the stego image;
2 for each image component do

3 Determine the ε
(c)
pixel of each pixel using Equation (16);

4 Sort the image pixels in decreasing order according to their eccentricity values (break tie in the
row-major order);

5 Find the maximum and minimum eccentricity (say, ε
(c)
max and ε

(c)
min respectively) amongst all the

pixels;
6 Determine the number of bits Nsteri to be sterilized as follows:

Nsteri =


4 if ε

(c)
max ≥ ε

(c)
pixel >

3
4 · (ε(c)max − ε

(c)
min),

3 if 3
4 (ε

(c)
max − ε

(c)
min) ≥ ε

(c)
pixel >

1
2 · (ε(c)max − ε(c)min),

2 if 1
2 (ε

(c)
max − ε

(c)
min) ≥ ε

(c)
pixel >

1
4 · (ε(c)max − ε

(c)
min),

1 if 1
4 (ε

(c)
max − ε

(c)
min) ≥ ε

(c)
pixel ≥ ε

(c)
min.

7 Divide the image into 3× 3 blocks (overlapping);
8 for each block do
9 for i = 1 to Nsteri do

10 Find the majority bit among the Nsteri bitplanes of neighbouring pixels (including center pixel);
11 if majority bit= 1 then
12 Replace the i-th bitplane of the central pixel with 1;

end
13 else
14 Replace the i-th bitplane of the central pixel with 0;

end
end

end
end

15 Output the transformed image;

Algorithm 1: Sterilization of Stego images.

50 56 201 5
42 195 200 10
200 75 150 143
200 80 147 173

Padding the boundary with zeros
−−−−−−−−−−−−−−−−−−−−−−−−−→

0 0 0 0 0 0
0 50 56 201 5 0
0 42 195 200 10 0
0 200 75 150 143 0
0 200 80 147 173 0
0 0 0 0 0 0

Fig. 4. Sample image intensity matrix before (at left) and after (at right) padding.

The centroid of the image can be calculated as

Xc =
m1,0

m0,0
= 3.7556

Yc =
m0,1

m0,0
= 3.4504.

Now considering a 3×3 block (as shown in Figure 5), we
calculate the central moments and eccentricity value:

Ω
(c)
1,1 =

3∑
i=1

3∑
j=1

(i−Xc)
1 · (j − Yc)

1 · f(i, j) = 283.9979

0 0 0 0 0 0
0 50 56 201 5 0
0 42 195 200 10 0
0 200 75 150 143 0
0 200 80 147 173 0
0 0 0 0 0 0

Fig. 5. Selection of 3× 3 block from the intensity matrix.

Ω
(c)
0,2 =

3∑
i=1

3∑
j=1

(i−Xc)
0 · (j − Yc)

2 · f(i, j) = 244.4749



Ω
(c)
2,0 =

3∑
i=1

3∑
j=1

(i−Xc)
2 · (j − Yc)

0 · f(i, j) = 462.0010

From Equation (16), we calculate the eccentricity value
from the central moments as

ε
(c)
pixel =

(Ω
(c)
2,0 − Ω

(c)
0,2)

2
+ 4 · Ω(c)

1,1

2

Ω
(c)
0,0

= 191.9755.

4. PERFORMANCE ANALYSIS

The performance of our algorithm can be analyzed by
observing the perceptible visual quality of the images as
well as checking for their structural changes. We have
tested our technique on images obtained by applying
methods [7], [9], [14] on 100 of each type of bitmap
images, viz., cartoon, nature and busy nature.

4.1. Accuracy Measurement

To determine the accuracy of our technique, we need
to take some sample stego images as inputs for which
we know which pixel bits are actually changed due to
the embedding. Let

S := the number of stego bits,
S′ := the number of stego bits (out of S) having different
intensity value from their cover counterpart,
S′′ := the number of recovered stego bits (out of the S′)
due to the sterilization process.

Then the accuracy of sterilization for this image is
defined as :

ACCsteri(I) =
S′′

S′ (17)

Table 1 and 2 show the accuracy of 24 bit color image
and grayscale image of three different types viz. cartoon,
nature and busy nature respectively.

4.2. Structural Analysis

The structure of the image file format may get changed
when we apply steganographic or sterilization techniques
on the image. Care should be taken for different file
formats, especially in such cases where we are recon-
structing the image after manipulating the pixel inten-
sities, that there are no perceptible visual changes in
the reconstructed image. For example, for an image
of the GIF file format undergoing a similar algorithm,
changes may occur at all the bit layers to some extent
since 256 values are used to represent 224 colors [17].
In our algorithm, we have worked with bitmap images
and have noticed that the structure of bitmap images
do not change before or after the steganographic and
sterilization process. We come to the conclusion that
our proposed method can withstand structural analysis
without any ensuing discernible errors.

4.3. Visual Quality Analysis

The visual quality of the analyzed images can be ex-
amined by looking at them (before and after processing)
with naked eyes and also checking their histograms and
bitplanes obtained before and after applying sterilization
algorithm.

1) Visual Perceptibility and their Histogram Analy-
sis
As said before, we have tested our algorithm con-
sidering stego images obtained using methods [7],
[9], [14] and we have not found any perceptible
difference between the stego and sterilized images.
Figure 6 shows both stego and sterilized version
of three types (viz. cartoon, nature, busy nature)
of sample images. The histograms are shown in
Figure 7.

2) Bitplane Analysis
The bitplanes of the stego and sterilized images
are analysed in this section. Table 3 shows the bit-
planes of both the stego (obtained using method [7],
[9], [14]) and sterilized version of the stego image.
Wayner [16], and Westfeld [17] have suggested
that every bitplane (including the least significant
bitplane) is non-random. Suppose the i-th bitplane of
an image is denoted by B′

i and the expected value
of the corresponding bitplane for a suspect image
is denoted by E(Bi). It should then be a relatively
simple task to spot arbitrary modifications on any
bitplane when analysing the suspicious bitplane B′

i
against E(Bi). There are two possibilities:

E(Bi) = B′
i, (18)

E(Bi) 6= B′
i. (19)

If Equation (18) is satisfied, then there is no dif-
ference between the bitplanes of the two examined
versions of the image, i.e., the image has not been
altered; but if Equation (19) works well, then the
two bitplanes are inconsistent, and the examined
image is suspicious. Using our method we do not find
any differences in bitplanes of stego and sterilized
version of analyzed image.

3) Analysis through MSE and PSNR
Let {A(x, y): x = 1, 2, 3, . . . ,M and y = 1, 2, 3, . . . , N }
denote the intensity values of the sterilized image of
dimensionM×N and {B(x, y): x = 1, 2, 3, . . . ,M and
y = 1, 2, 3, . . . , N } denote that of the cover image of
same dimension (considered as referenced image) in
the spatial domain. The imperceptibility of the image
is measured in terms of Mean Squared Error (MSE)
and Peak-Signal-to-Noise-Ratio (PSNR) as below.

MSE =
1

MN

∑
M,N

((A(x, y)−B(x, y))
2
, (20)

PSNR = 10 log10

(
T 2

MSE

)
, (21)



TABLE 1. Accuracy (minimum, average and maximum) of sterilization over three hundred 24-bit color images for three different algorithms
A [7], B [9], C [14].

No. of Bits
Sterilization Performance (%)

Minimum Average Maximum
A B C A B C A B C

Image Type

Cartoon

R

LSB 49.59 50.46 50.06 49.84 54.30 51.24 59.64 55.64 53.37
2-LSB 50.30 76.35 79.67 51.05 79.23 80.48 53.87 86.06 81.02
3-LSB 50.42 82.13 64.96 51.86 85.23 69.74 55.13 90.33 75.32
4-LSB 63.78 88.25 83.35 67.06 89.38 85.01 73.02 93.15 87.50
Average 53.64 73.75 70.60 55.46 76.76 71.59 60.29 78.19 73.30

G

LSB 47.05 50.78 49.20 49.59 53.80 49.83 50.26 55.65 50.28
2-LSB 48.94 74.54 72.98 50.72 80.01 76.82 54.05 85.45 79.85
3-LSB 50.35 82.02 65.13 51.13 86.86 68.82 53.33 92.94 72.59
4-LSB 63.68 87.60 83.67 67.56 90.13 84.12 71.55 94.62 84.85
Average 53.66 74.10 67.83 54.70 78.04 69.82 56.08 80.61 71.12

B

LSB 47.18 48.46 49.77 50.19 54.62 53.17 53.67 57.57 54.93
2-LSB 49.79 76.17 77.00 50.60 80.05 84.09 51.54 85.20 89.08
3-LSB 50.56 81.80 74.30 52.09 86.10 79.75 56.09 92.96 87.19
4-LSB 62.88 85.93 87.55 68.17 91.26 89.97 75.77 95.06 93.91
Average 53.58 74.20 71.01 55.10 77.10 75.17 58.24 82.71 79.96

Nature

R

LSB 49.71 50.76 49.74 50.07 53.16 50.00 50.73 55.08 50.11
2-LSB 50.06 71.63 73.55 50.59 74.57 78.47 51.77 77.98 80.76
3-LSB 50.08 75.06 67.55 50.75 79.09 68.30 52.24 83.39 69.14
4-LSB 53.22 80.81 83.46 57.71 84.55 84.00 63.64 89.85 84.43
Average 51.03 70.52 69.15 52.24 74.21 70.09 53.54 76.11 70.67

G

LSB 49.85 49.82 49.91 50.1 53.21 50.09 51.19 56.52 50.32
2-LSB 49.92 70.53 76.08 50.59 74.51 78.72 51.48 78.65 79.91
3-LSB 50.17 75.05 67.39 50.82 79.07 68.02 52.50 82.76 68.98
4-LSB 52.69 80.09 83.37 59.10 84.80 84.12 64.29 88.95 84.70
Average 50.93 70.61 69.92 52.56 74.31 70.18 53.63 78.01 70.67

B

LSB 49.73 49.59 50.07 49.96 53.18 50.34 51.29 56.97 50.85
2-LSB 50.22 71.43 78.61 50.48 74.33 79.63 51.50 78.96 80.78
3-LSB 50.20 74.09 68.00 50.98 80.34 69.02 52.33 85.44 70.34
4-LSB 53.83 79.26 82.96 62.19 85.47 83.83 67.75 92.47 85.14
Average 51.38 69.01 69.73 53.22 74.01 70.33 54.64 78.06 71.00

Busy Nature

R

LSB 49.80 49.72 50.20 49.96 53.82 50.34 50.17 55.09 50.58
2-LSB 49.76 72.92 75.19 50.48 80.83 79.97 54.02 89.64 84.17
3-LSB 50.04 75.16 58.77 50.98 85.71 67.53 55.55 94.61 75.48
4-LSB 54.85 78.50 82.16 62.19 89.05 85.37 71.53 96.24 89.98
Average 51.47 68.91 65.84 53.22 74.77 69.64 55.55 82.77 72.55

G

LSB 49.90 50.47 50.07 50.11 54.17 50.21 50.63 56.65 50.45
2-LSB 50.00 73.23 75.26 50.64 80.08 81.07 54.11 87.99 88.50
3-LSB 50.02 79.02 58.80 50.76 86.04 68.71 55.30 94.77 80.06
4-LSB 57.13 82.52 82.35 62.96 89.66 84.71 72.67 97.96 87.97
Average 52.00 71.85 65.88 53.42 75.94 70.10 56.12 84.54 74.34

B

LSB 48.64 49.65 50.73 50.09 53.95 50.18 51.73 56.03 50.30
2-LSB 49.99 74.00 75.24 50.89 79.38 83.28 54.12 87.15 94.05
3-LSB 50.05 78.36 58.80 51.44 86.12 71.56 56.26 93.13 87.60
4-LSB 58.24 82.63 82.19 63.93 87.09 83.81 72.34 96.88 85.18
Average 52.26 71.72 65.83 53.88 77.09 71.04 57.50 82.16 76.80

TABLE 2. Accuracy (minimum, average and maximum) of sterilization over hundred grayscale images for three different algorithms A [7],
B [9], C [14].

No. of Bits
Sterilization Performance (%)

Minimum Average Maximum
A B C A B C A B C

Image Type

Cartoon

LSB 49.42 48.91 57.51 50.13 49.87 60.17 51.31 50.43 62.38
2-LSB 47.35 72.98 77.17 50.35 76.81 78.18 53.80 81.89 79.67
3-LSB 49.89 76.66 68.27 50.83 82.11 69.85 55.27 86.92 74.28
4-LSB 57.13 80.95 83.30 68.05 86.01 84.81 75.55 90.61 87.67
Average 51.87 70.09 72.15 54.77 73.64 73.92 57.49 77.17 76.43

Nature

LSB 49.91 49.78 57.65 50.78 50.76 57.85 57.74 57.90 58.01
2-LSB 49.98 71.01 76.85 50.68 76.91 78.63 53.37 91.00 79.55
3-LSB 50.07 72.63 67.60 50.78 80.32 69.63 53.61 96.25 70.81
4-LSB 52.77 74.94 83.92 58.53 82.95 84.18 72.74 97.43 84.40
Average 50.83 67.07 71.73 52.72 72.48 72.03 55.71 83.63 72.27

Busy Nature

LSB 49.82 49.80 57.84 49.98 50.08 58.39 50.11 50.57 59.23
2-LSB 49.67 73.89 75.42 50.33 81.61 78.48 52.57 96.53 81.85
3-LSB 49.97 76.47 68.49 51.13 86.22 70.05 54.16 97.27 71.86
4-LSB 53.75 78.78 84.22 65.81 89.24 84.98 78.66 97.25 85.87
Average 50.94 69.94 71.49 54.00 76.55 72.45 56.16 84.21 73.20



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Sample stego images (cartoon, nature and busy nature respectively) using methods [7], [9] and [14] (Rows 1, 3 and 5 respectively) and their 
sterilized versions (Rows 4, 5 and 6 respectively). 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7.  Histograms of sample stego images of Fig. 6. 



TABLE 3. Bitplane analysis of stego and sterilized version of beyblade.bmp obtained using [7], [9], [14].

Bitplane No. Stego(using [7]) Steri (using [7]) Stego(using [9]) Steri (using [9]) Stego(using [14]) Steri(using [14])

All Bitplanes

Bitplane 7

Bitplane 6

Bitplane 5

Bitplane 4

Bitplane 3

Bitplane 2

Bitplane 1

Bitplane 0

where T denotes the maximum possible intensity
value in an image.
The MSE represents the cumulative squared error
between the two analyzed images. The estimation of
MSE is very popular as it can correlate reasonably
with subjective visual analysis and also is mathemat-
ically tractable. Small distortion between the cover
and sterilized image provides a low MSE value and
high PSNR value. We experimentally find satisfac-
tory MSE and PSNR value as shown in Table 4.
Figure 8 shows the comparative analysis of PSNR
calculated from the analyzed images obtained from
the methods [7], [9], [14].

Fig. 8. PSNR comparison for methods [7], [9] and [14] with respect to
some sample images.



TABLE 4. MSE values and PSNR values of tested images
obtained from methods [7], [9] and [14].

MSE PSNR (dB)
Grey Color Grey Color
Image Image Image Image

Method [7] 11.7883 11.8390 37.42 37.40

Method [9] 3.6342 3.5067 42.53 42.68

Method [14] 3.9872 3.5856 42.12 42.58

5. CONCLUSIONS AND FUTURE WORK

Robust steganographic methods are being used with
malicious intent to cause harm frequently on a regu-
lar basis. Our proposed method is a blind sterilization
technique that gives good results against several leading
steganographic methods. We have demonstrated, with
substantial data, that our method can render embedded
information unreadable in almost all cases.
With the need of security in data transfer increasing ev-

ery day, advanced methods of Steganography are being
looked into as the future protocols for communication. As
a result, such techniques are also being used by people
with harmful intentions. Hence, our first and foremost
future objective is to keep looking into the upgrading of
the proposed method to keep it at par with the leading
steganography techniques.
We would like to increase the ability of our method to

sterilize more than four bits of the stego image. We intend
to extend our method to the frequency domain as well.
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